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ABSTRACT

A historical prospective on the methods that have been used

to automatically detect event signals and pick first arrival

times is developed. Then the data set used to characterize and

test the detection techni ques is described. Next the features %

which discriminate seismic signals effectively from the back-

ground noise are characterized.

Two automatic detection methods are investigated. (1) The

AR (8)-spectral estimates of the signal and noise are used to

develop the AR (p)-spectral estimate for a synthetic waveform.

(2) Several non-parametric tests are employed in a time domain

detector to discriminate event signals from background.

The non-parametric detector chosen, RANK 2700, employs a

modified rank sum test to locate the seismic event and pick its

first arrival time. Errors in the automatic first arrival picks

for 152 of the event traces in the data set are used to analyze

the performance of the RANK 2700 detector.
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INTRODUCTION

Since the advent of the computer, work has been done

in many fields to develop techniques to harness the

computer to do large tedious jobs more swiftly and with
0

fewer fluctuations in performance than its human

counterpart. One of these fields is the identification

and classification of seismic signals from digital seismic

event records.

There are thousands of seismic events occurring every

day and hundreds of seismic stations. It is not practical
0

to evaluate all these seismic records at the speed -.

necessary to keep up with the influx of data. Thus, many

studies have been conducted to implement various

techniques to (1) determine first arrival times, (2)

classify the seismic events correctly and (3) locate the

origins of the seismic events.

It is becoming increasingly uneconomical to pick %0

first arrivals by hand and a computer can be used to

identify first arrivals more consistently than would be

picked by hand on an oscillogram. At the same time,

digital recorders are becoming more common on even low-

cost seismic systems, and it can be expected that in the

future computer techniques will become more attractive. I



Historical Prospective on Methods Used To
Automatically Detect Events and

Pick First Arrival Times

Many scientists, including R.V. Allen (1978), K.R.

Anderson (1978), R. Blandford (1983), K.S.Fu (1982), J.E.

Gaby (1983), and H.H. Liu (1981) have tried to devise an

effective automatic pattern recognition system for seismic

signals during the last twenty years. Computer techniques

for picking first events have yet to gain widespread

acceptance (P.J. Hatherly, 1982). Effective results have

been elusive due to the nature of the seismic signals and

the methods used to model and predict the observed values.

Both statistical methods; i.e.,maximum likelihood

estimator, maximum entropy spectra, etc. (C.H. Chen,

1981), and structural methods; i.e., pattern recognition

schemes that use shape features such as slope, radius of

curvative, period and amplitude, (J.E. Gaby and K.

Anderson, 1983), have been employed to characterize and

identify seismic events.

Statistical classification algorithms can be grouped

into one of two types, parametric or non-parametric.

Parametric algorithms assume a particular class

statistical distribution, commonly the normal

distribution, and then estimate the parameters of that

distribution, such as the mean and variance, to use in

algorithm classification. Non-parametric algorithms make

2
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no assumptions about the class distributions. Non-

parametric techniques are sometimes termed robust because

they work well for a wide variety of class distributions,

if the class signatures (mean, variance, etc.) are

reasonably distinct. Parametric techniques usually yield

good results under the same conditions as the non-

parametric techniques if the signatures of the classes are

reasonably distinct, even If the assumed class

distribution is invalid.

The most effective example of the statistical methods
S

is 94% correct recognition of regional and teleseismic

events using maximum entropy spectra and spectral ratio

(energy>O.5Hz/energy<O.5Hz), (C.H. Chen, 1982). But even
S

94% is not a good enough performance record for an

automatic pattern recognition system. A system cannot be

considered automatic if it requires human watchdogs to

monitor its progress and correct mistakes.

Part of the problem of correctly characterizing and

classifying seismic signals is in obtaining an accurate

first arrival time. There is always ambiguity associated

with measuring the first arrival time from seismograms,

whether It is done by seismologist or machine, since these

signals of finite bandwidth are of unknown shape and

contaminated by noise. Such ambiguity can be reduced by

combining the processes of picking arrivals in an

Iterative fashion (C.H. Chen, 1982). Inaccurate first

'3'



arrivals distort the structural and statistical

characterizations of a seismic event that are used for

classification.

Effective results have been elusive due to the nature

of the seismic signal which contains events contaminated

by noise. In many fields of signal processing: for

example, the development of speech recognition systems,

the automatic analysis of signals requires the recognition

of specific features in the signal. (Gaby and Anderson,

1983) Since more a priori knowledge exists about the

characteristic shapes of words, it is easier to

automatically identify a word and classify it correctly.

The paucity of a priori information available on the

morphologies (shapes) of seismic signals inhibits

automatic pattern recognition (Gaby and Anderson, 1983).

The lack of a priori knowledge characterizing seismic

signals has prompted the recent application of pattern 'U

recognition techniques to find and develop methods to

discriminate and classify seismic signals. The methods

used to find the broad characteristics of a seismic event

include storing the trace in a binary tree structure and

using affinity techniques, first developed for imageI!
processing, to combine small segments of the signal and

store the signal within the tree structure at different
',

levels of complexity (Gaby and Anderson, 1983). In other

words, this method would use features such as period,

4%4.
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slope and amplitude to divide the event trace Into

segments and then try to associate those segments with the

sequence of arrival phases that make up a seismic event.

Augmented transition networks (ATN), originally

created to provide a formal environment to develop

grammatical rules describing finite state grammers, have

also been used to develop seismic signal structural

characteristics interactively (Anderson, 1981).

All the techniqes for seismic pattern recognition

schemes require that the first arrival time of the

waveform be known. The seismologist uses the morphology

(shape) of the seismic signal to identify the first

arrival time correctly along with changes in period and

amplitude. Determining the correct first arrival time is

important in classifying the signal and locating the

origin of the seismic event. For an automatic pattern

recognition system to replace the seismologist it must

Identify first arrival times correctly and classify the

event with better than the 94% current success rate of

techniques previously attempted.

Automatic processes that have been employed to

determine first arrival times rely on statistics to

distinguish between two populations (signal and noise)

occurring on a seismic trace. Since the density

distribution functions for both the signal and noise are

not known a priori they have traditionally been estimated

5
I



by Gaussian density distribution functions. The reason j
for this is that the statistics (i.e., the divergence and

linear discriminant functions) for characterizing Gaussian

(normal) distributions are well known and easily available

for computation.

The standard statistics for a normal distribution

have traditionally been used to characterize the signal

and noise making it possible to determine first arrival

times by comparing parameters from the two populations.

Using the standard statistics for a normal distribution to

characterize the noise a predictive model is constructed

to predict future seismic noise values.

There should be a failure of the observed data to

match the predicted value at the first arrival because the

arrival of the seismic signal is not predictable from the

background noise. Robinson(1967) wrote subroutines to

pass the proposed first arrival if there was a significant

prediction error at the first arrival and for two terms

after it. Significance was established by making

comparisions with the prediction errors within the noise.

A test, which predicts the values at the first arrival

from the previous values using the technique of linear

least-square prediction, was first used by Wadsworth et

al(1953) to identify seismic events on the basis of a

prediction failure. (P.J. Hatherly, 1982)

Most techniques to distinguish noise from the first

6



arrival signal use parametric statistics which assume the

signal has a known distribution. This is an incorrect

assumption for the background noise preceding a seismic

event. In general, background noise is a non-stationary

process due to seasonal changes and atmospheric

vari "ions, with an unknown distribution. Over a short

time interval, less than 100 seconds, background noise can

usually be considered stationary except in the case where

it precedes a seismic event. When a seismic event occurs

the mean of the signal often flucuates while the transient

signal is being recorded by the seismic instrument.

Non-stationary processes have time changing means

and/or variances. Stationary process implies that the

mean, the variance and the autocovariances of the process

are invariant under time translations. Thus the mean and

variance are constant, and the autocovariances depend only

on the lag time.

Non-stationary time series have been modeled by

several processes: (1) Harrison(1964) used an

exponentially weighted moving average, EWMA, to forecast

seasonal short term sales. (2) A modified autogressive

moving average, ARMA, model with time varying coefficients

of the form:

r

bkt~ect*xt_. + dt , r = max(p-1,q-m)

has been used by P. Whittle (1965), to model non-

7
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stationary time series. Prediction formulas applied in

the stationary case are shown by Niemi(1983) to also be

valid in the non-stationary case. The effects of the non-

stationarity on the estimation of the parameters of the

underlying ARMA model are not shown to be significant. (3)

The autoregressive integrated moving average, ARIMA.

method, based on Gaussian stochastic processes was

developed by Box and Jenkins (1970) to model homogeneous

non-stationary time series.

Homogeneous non-stationarity implies the changing

mean can be described by a low order polynomial in time.

However, the coefficients of the polynomial are not

constant but vary with time. The observations are

described by random stochastic trends (polynomials).

Tintner (1940), Yaglom (1955), and Box and Jenkins (1976)

argue that homogeneous non-stationary sequences can be

transformed into stationary sequences by taking successive

differences of the series.

In practice it Is usually the first or second

integral of a non-stationary process which is stationary.

The ARIMA technique integrates the non-stationary time

series until it is stationary and then models the

resulting time series as an ARMA process. Under fairly

general conditions the prediction interval for a future

observation in an ARIMA scheme is robust with respect to

symmetric non-normality of the error distribution,

8
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IHeuts(1981).

Non-parametric methods that make no assumptions about

the density distribution of the time series are outlined

by Kassam and Thomas(1975). Cobben(1982) outlines a non-

parametric detector based on a sign test that

discriminates between:

H0 : x(t) - n(t) //data = noise//

Ha: x(t) = s(t) + n(t) //data = signal + noise//

included in Kassam and Thomas (1980). The sign test was

extended by Cox (1955) to detect steps and ramps in the

presence of additive noise; i.e., signals with sharp onset

and gradual onset first arrivals. Cobben's method assumes

a stationary signal which may be a valid assumption for a

time window of less than 100 seconds, (C.H. Chen, 1978).

Although background noise may possibly be considered

stationary, It cannot be assummed to be Gaussian. Various

known and unknown processes: microseisms which are "non-

Gaussian"; thermal noise due to current across resistors

which is "Gaussian"; and seismometer noise which is

"distributed as 1/f" contribute to form a non-Gaussian

density distribution. Although, Heuts (1981), has shown

that an ARIMA prediction model (based on an assumption of

Gaussian and stochastic data) is robust with respect to

symmetric non-normality of the error distribution.

parametric techniques are generally incorrect for

9 1
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distinguishing noise from the first arrival.

Part of the difficulty in automatically classifying

seismic signals and locating their origin is a direct

result of incorrect first arrival times picked by methods

assuming an underlying Gaussian distribution for the

signal. Since the seismic signals have an unknown

underlying distribution a method for first arrival

detection using non-parametric statistics should be

developed in the hopes that it will improve the accuracy

of the first arrival time.

Once the first arrival time can be swiftly and

accurately located the morphological and statistical

methods of classifying seismic signals can be used with

greater accuracy since thc correct sequence of events (or "

states) that characterize the seismic signal will be

readily available. The first arrival on the seismic trace

is identified as the first observation which is
statistically different from the observation before. The

point chosen is dependent on the signal to noise (SIN)

ratio and the amplification of the seismic signal (P.J.

Hatherly, 1982).

Some signal detection schemes used to record events -

in real time use the spectrum found using the Walsh

(Goforth and Herrin, 1981) or Fourier (Blandford, 1983) *1
transforms of the signal to distinguish the signal from

the background noise. These methods while effective for_11o

10



real time detection of events can only locate the first

arrival time within one window (a block of observed data

values transformed to provide a spectrum for comparision).

Figure 1 illustrates the fast Walsh transform.

If this window is large enough to detect the first

arrival (greater than two times the longest period of the

expected signal, 2.5 seconds in. our case) it will not be

small enough to accurately determine first arrival times

for the purpose of classifying and locating the origin of

events. This indicates an effective automatic first -

arrival picker should be implemented in the time domain.

Methods Attempted in this Study

Since the signal is nonstationary with an unknown

distribution function it is logical to develop a detector

that does not assume stationarity; i.e., constant mean and

constant variance, or a "known" distribution function.

There is a broad range of amplitudes and bandwidths which

characterize local, regional and teleseismic earthquakes

and explosions. Thus, we must develop features to

distinguish a broad category of signals from the

background noise.

Since the seismic signal we record has an unknown

distribution, it is important to determine how valid some

of the parametric techniques; i.e., techniques that assume

a know distribution, are when applied to a seismic signal.
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In particular, Niemi (1983) wrote a paper indicatLig an

ARMA scheme was robust with respect to symmetric non-

normality. The discrete density distributions for the

signal and noise were plotted for 100 seismic events

recorded at each of the four seismic stati.ns in far west

Texas (Lajitas, Marathon, Shafter and Tres Cuevas) to find

out if the density distributions of the seismic signals

and noise from each station could be characterized as

symmetric even though the "true" underlying density

distributions were unknown. Histograms of the amplitude
I

of the seismic signal were computed to approximate the

discrete density functions for the noise and signal plus

noise of each event trace. (See figures 2 through 4) In
3

all cases the discrete density functions for both the
V

signal and noise were symmetric. This assumption allows%

us to model the non-stationary seismic signal with a
I

simplier model than the ARIMA model for which methods of

computation have been more fully explored.

Two methods were attempted to develop an automatic
I

first arrival picker. The first technique uses the AR-

spectral estimation of the signal and the background noise

to develop a synthetic waveform to cross-correlate with

the event trace and pick out the first arrival phase. The

second technique employs a non-parametric test within a

sliding window detector to identify the seismic event

signal and pick the first arrival phase.

13 
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DESCRIPTION OF THE DATA SET

Instruments Used to Record the Data

Seismic events recorded at tour stations in southwest

Texas, Lajitas, Maratnon, Shafter and Tres Cuevas, were

collected during the Group of Scient1fic Experts Technical

Test (GSETT) in which Southern Methodist University was a

participant. GSETT was conducted from October 15, 1984 to

December 14, 1984 to test procedures for exchanging

seismic data, which include: the extraction of Level I

signal parameters (seismic phase identifiers, arrival

times, signal amplitudes and periods); the exchange of

these parameters primarily via the Global

Telecommunications System of the World Meteorological

Organization (WMO/GTS); and the collection and assesment

of these data at the Data Center in Washington, D.C.

Table 1 gives the locations and descriptions of the

instruments used to record the seismic events during the

test. The instrument responses are illustrated in figures

5 and 6.

A real time event detector utilizing the fast Walsh

transform (Goforth and Herrin, 1981) implemented on a DEC

RT/11 micro-computer received the seismic data from the

Lajitas, Marathon, Shafter and Tres Cuevas stations via

17
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TABLE 1. Locations and Descriptions
of Instruments Used to Record

the Event Data

SEISOMETER DESCRIPTIONS

NIAE LPJITRS MARTHN SHAFER TRES CUJEV5

10 LA KR Sfl TR

fIN- MJBER 2 3 4 1

INSThUMNT TPE 239a 239s8 23908 1008

LRTITUDE DEG N 29.333 38.306 29.924 29.316

LONGITUDE DEG N 183.667 183.255 104.371 183.717

ELEVARTION METRS 1813 1356 157M 197

YCO Kf 960 1380 1720 2048

LFF CORNR, K'Z 5 S 5 is

~.'.j

---------------------

'%

/ 18 I

I,6

-- - - - - --- - - - - - - - - - - - - - - ------------------ --------

~LJI TRS

TRE CUEV I
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telephone line. (See appendix A for a description of the

fast Walsh transform detector.) The detected events were

recorded on magnetic tape for later graphic display and

analysis by a seismologist.

The seismic analyst was responsible for identifying

phase (PnPg,P or Lg) and picking first arrival times,

amplitudes and periods. The bias of the analyst directly

effects the choice of local events v.s. "noise".

Discrimination of the phase of the first arrival (P or Lg)

is dependent on which phase the analyst's experience

indicates the waveform matches. Parameters for the events

chosen by the analyst as "true" events, not "glitches" or

"background noise", were sent to the U.S. National Data

center in Washington using the UNIX-net software of the

Eunice operating system.

GSETT's Final Event Llst associated all the event

information collected from throughout the world and

reported the origin time, location, magnitude and number

of stations used to define each event which was detected

during the two month time period of the test.

The residual travel time (the difference between the

arrival time at the station indicated by the best least

squares fit of the stations associated with an event and

the first arrival time picked by the analyst) was listed

for each station used to define an event. The "true"

estimates calculated by least squares, assuming the

21
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correct location of the event was found, allow us to

determine if the automatic detection method Is doing as

well, worse, or better than the human analyst in ambiquous

cases.

Methods Used to Detect and Record
Events in the Event Files

The fast Walsh transform detection window is 6.4

seconds long with a 50% overlap. (see figure 1) When the i

spectra of the detection window exceeds the background

noise threshold the detection is triggered. Thirty

seconds of data preceding the detection window is written

at the beginning of the event file so that if the Walsh

detector triggered on an Lg arrival the P wave first

arrival should be present somewhere in the first 30

seconds of the event file. Thirty seconds was originally v
thought to be adequate to make sure the P arrival was

included in the event trace but experience in working with

the data collected during the GSETT experiment has shown

that 60 seconds is a better predetection interval for

insuring the first arrival (Pn) is included in the event

file when the detector triggers on Pg.

22
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EVENT SIGNAL CLASSIFICATION

Variation in the Signals to be Distinquished
From the Background Noise

The collection of seismic events we are attempting to

distinguish from the background noise, (recorded on short A

period seismic instruments with a bandwidth of 0-20 Hz),

encompasses a broad range of periods and amplitudes. a.
Local events, occurring within 25 to 150 kilometers of the 9

seismic station, are characterized by amplitudes which may

be nearly the same as the noise and by periods of 0.3 to

0.4 seconds. Regional events, occuring on the same

continent as the seismic station, are characterized by 1

varying amplitudes and periods of 0.5 to 0.7 seconds. N

Teleseismic events, events that travel distances greater

than about 2000 km to reach the seismic recording station,

are characterized by periods of 0.8 to 1.2 seconds. The

high frequency component of the background noise is

similar in spectral content to local seismic event signals

while the underlying low frequency component of the

background noise Is similar in spectral content to

teleseismic signals. Pn can often not be discriminated

from the background noise by the analyst, thus Lg which

follows Pn is often picked as the first arrival phase for

23
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Figure 7. Examples of the Various Types of Seismic

Signals Typically Encountered. (a) 33 km - Local Event -
SPZ recorded in Berkeley, California. (b) 140 km - Local
Event - Closest distance Pn and Pg can be observed -
separately - SPZ recorded in Colorado. (c) 60 - Regional
Earthquake - SPZ recorded in Winner, South Dakota. (d)
130 - Regional to Teleseismic Earthquake - Gulf of
California - SPZ recorded in Colorado. (e) 91.50 -
Teleseismic Earthquake - Offshore Peru - SPZ recorded in
Black Rapids, Alaska.
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regional events. Figure 7 illustrates typical examples of

the types of seismic signals encountered. (R.B. Simon,
V

1981) V

Appropriateness of the Data Set for Testing
the Effectiveness of Any Automatic

Technicues Devisedt

The data set collected during GSETT represents a

collection of event records of different types of events

with continuous background noise variations from four

different seismic stations. This data set has variations

in: signal type (local, regional and teleseismic);

background noise (due to changes in wind speed,

temperature, humidity, barometric pressure and cultural

activity); instrument type and local structure at the

seismic station. It is concluded that because the data

set includes variations in all the parameters normally

expected to change when recording seismic events the data

set will be a good test of the robustness of any detection

method used to pick first arrival times.

Indentify the Characteristics of the Seismic
Signals Which Define a Class Distinctive

From the Background Noise

Any classification technique actually consists of a

one-time calculation of decision boundaries, followed by a

comparison of each sample's feature vector and the

location of those boundaries. By incorporating these

25



facts in classification algorithms, their efficiency can

be improved by an order of magnitude or more, with little

or no reduction in accuracy. (Schowengerdt, R.A., 1983)

Easily calculatable features available in the time

domain for discriminating seismic signals and background

noise are: period estimates, (intervals between zero-

crossings and slope direction changes); amplitude; and

slope. Figure 8 is a typical example of the background

noise. This noise data was recorded during a background

noise study February 8, 1985 at the Lajitas test site. In

the next three sections we determine the effectiveness of

these features in distinguishing a broad class of seismic

signals from the background noise by using: (1) a

threshold detector based on an estimate of the mean and

variance of the background noise; (2) segmentation of the

signal based on the similarity of features to find a

pattern; and (3) division of the features based on their

ranks into rank quartiles to look for a relative pattern

in the feature distribution.

A Threshold Detector to Identify Features

For the threshold detector the mean and variance were

calculated for the amplitude and slope (average difference 0

between the ith sample and the samples adjacent to it) of

the first 100 observations representating background noise 7;'
assuming a normal distribution. The threshold for signal

26
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Figu-e 8. Background Noise Recorded on 11 Different Instruments
During a Noise Survey at the Lajitas Test Site, February 8, 1985. In-
strument 1 - GS 13 Z (vault), Instrument 2 - GS13N (vault), Instru-

ment 3 - GS13 E (vault), Instrument 4 - 18300 (mine site), Instru-

ment 5 - S750 Z (grouted in), Instrument 6 - S750 Z (vault), In-

strument 7 - S750 A (North of mud hut 150m), Instrument 8 - S750A

(East of mud hut 150m), Instrument 9 - GS21 (buried 330'), In- .p

strument 10 - GS21 (buried 50'), Instrument 11 - microphones (wind).
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detection was set at two standard deviations from the V

estimated mean of the background noise. Thus, given that

background noise is all that is present in the seismic

signal, there is a 95% probability that the amplitude and

slope for any observation will be within two standard

deviations of its estimated mean. Figures 9 through ii

illustrate the results of this test on three types of

seismic events recorded at the four stations Lajitas,

Marathon, Shafter and Tres Cuevas. The state table for

the color changes occuring along the event traces in

figures 9 through 1i is shown in Table 2. The mean and

variance estimated for the slope and amplitude were not

very effective in clearly distinguishing the background

noise from the seismic event signal.

Segmentation Using Affinity Techniques
to Identify Features

Segmentation of the trace using the estimated mean

and var.ance of the slope and amplitude of the background

noise was done using the nearest neighbor decision rule

and an affinity algorithm to combine the samples with the

most similar features into a finite number of segments.

The nearest neighbor decision rule decides which of a

segments neighbors is most similar. Then the affinity

algorithm combines those segments which mutually consider

each other most similar. Figures 12 through 14 illustrate

this technique on the three types of seismic signals,

28.



TABLE 2

SaeTbefrColor Changes Used to 
U

Graphically Depict the Results 
!/

of the Threshold Detector
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local, regional and teleseismic. The colors represent

different segments. No clear pattern was Identified in

the segmentation to make this a useful method for
distinguishing signal from noise.

Both the threshold detection and segmentation methods

made the assumption that the noise was Gaussian and

stationary when the mean and the. variance were estimated.

Since this is untrue, the noise could not be effectively

characterized by the estimated mean and variance and

overlap occured between the boundaries defining the signal

and noise classes. The subroutine, "NEIGHBOR", listed in

appendix B uses the nearest neighbor rule and affinity

techniques to combine the segments.

Using Rank Quartiles to Identify Features

The next attempt to characterize the signal and noise

categories was to rank the amplitudes and periods,

estimated by the distance between zero crossings, of the

event trace. Then the ranks were divided into quartiles

and color coded on the event trace so any patterns in the

features associated with the signal or noise might be

identified. Table 3 illustrates the color code used in

figures 15 through 19 to identify which rank quartile an

observation belongs.

This technique showed a clear pattern for ranked

amplitudes of events with large S/N ratios but was
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TABLE 3

State Table for Color Changes Used
to Graphically Depict the

Rank Quartiles

PIL17UDE MNK aJRTILE5 N

P lot 2nd 3rd 4th

E

I lot 1 2 3 4o I

A 2nd 5 6 7 a

K

U 3rd a is it 12
R

T

L 4th IS 14 is a
E
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Figure 15. The Ranks of Amplitudes and Periods are

Divided into Rank Quartiles. The Color Changes in the

Event Traces, Recorded at the Stations Lajitas, Marathon,

Shafter and Tres Cuevas, Bottom to Top Respectively,

Graphically Depict any Patterns that Exist in the

Features. (a) The Color Index Corresponding to the 16

Rank Quartiles the Ranks of the Periods and Amplitudes of

Each Trace are Divided into as Shown in Table 3. (b)

Shows the Rank 0uartile Pattern for a Regional Event.
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for a Regional Event. 39

h, ,- - - -.- '



1AP 19E4 ':55 L- Z ; 8.r14 'Y "4 F r

.41

!TrFT TIME. I'VA -'1 Z IZ.47.61 W,"Vi3 04T T'ICIR. nofl -U -1 n- 0

.

a 5Ts~V P! Tlr C, M'A :!8 Pl~i.Z L4.'J1 i fl! 1rYf3A E',O S, ( E'i~i-

'1

-- . Ei .i4 F a - No '* k t . S, VlA. to a. ep' 4: #, 4a A.. # 4.4

Figure 17.b

Figuregur 17..h Rns fampiue n eid r

Divided into Rank Quartiles. The Color Changes in the
Event Traces, Recorded at the Stations Lajitas, Marathon,
Shatter and Tres Cuevas, Bottom to Top Respectively, ">

' .

Graphically Depict any Patterns that Exist in the -"'
Features. (a) Illustrates the Rank Quartile Pattern for a ,e
Regional Event. (b) Illustrates the Rank Quartile Patternfor a Regional Event.i:

4O0•

,4%/



31!ZI( ?3 17.1! 4.41 n4j3N3IS.
7  

WIaKR MWOL ;(FLEDt Fr1JL

.11lME, VOb4 j39 i7l I I .R1i71 05)J KCIC110 PEV E!L( "'I

lJ "Y

Figure 18.b

31T.7l TI,. 0 Z.3l 1. 14 13. 3 WX2X..4 "a. * E4. -.. 0 5r ,

91WT . . " ' , I.. A 2(" "l4,-. I n1,' 4' " "' ' FU ''U( " EElfl ... "t

+,5.

0. 4.

Figure 18.b 
.J"I, rl

,, ., ..- , . ,d(5 A.. ' d d # L ,:* .5 * 0 C k~r

".W

Figure 18. The Ranks of Amiplitudes and Periods are
Divided into Rank Quartiles. The Color Changes in theIl

Event Traces, Recorded at the Stations Lajitas, Marathon,
Shafter and Tres Cuevas, Bottom to Top Respectively, ~
Graphically Depict any Patterns that Exist In the
Features. (a) Illustrates the Rank Quartile Pattern for a
Regional Event. (b) Illustrates the Rank Quartile Pattern
for a Regional Event. 4

e 3'ltpf'll +t':o~ t t. . 4L 3L. -t  i~l L f T f(.O 41 
,

d V. . . .,.. .- .~ - ~ .' ! ; , . , . L ""." ." "-~ "' ' ' ' V "'" +' . /
"" ' '" " " "° .... .. a5

' '



S7P 4K O ll $W,'

%. 1 M ifi 0 9. 19, 5 ,6. *.', .l , 1-aa6 EVUTn -I W ', I r

. )

S4R 11E 4T Z-1 .2 , AA A a~r .19.)LU .-- *lT;

Fiue1.TeRns fApiue n Priod-~.s are

41

E vent 'IN, Reci a the Ions 44A'U Marathn

for a Reioa Evnt

-42

'i

,T ....ij .,3,..,.,..,.5 .... '...-.O..,.., DS I ' ' I

*1SI - .... a .. .a.. ---*- r ta .

* /

'I I

Figure 19.b ,.:-.

Figue 1. Te Raks f AplltdesandPerids re
Divied ntoRankQuatils. Te ClorChanes n te "

LoaI Eve!t.l (b)22.$? 5 4- IlusrtesU Wh Ran ( uartile4P[ttern •

4 2 ; El-

Eli El

4#" " ,#'" # "p ".' %#. , ",.',,%,%#,
=

" " "w ", * " ,, " " ,' ", .' " " " . . . ." " i" . . . ." " "



ambiguous for signals buried in noise. The rank pattern

for estimated periods showed no strong pattern for

distinguishing signal from noise. However, the ranks for

the amplitude and estimated periods, which were added

together and divided into quartiles, was the the best

indicator of a clear pattern in the features to be used to

discriminate signal and noise. This is reasonable since

the criteria the human analyst uses to distinguish signal

from noise especially in ambiguous cases with low signal

to noise ratios is based on changes in both period and

amplitude from the preceding background. Slope is

sensitive to changes in both amplitude and period which

makes it the most favorable feature to use in creating an

automatic first arrival detection algorithm.

Conclusions

Since parametric techniques appear to allow too much

overlap in the classifications to clearly distinguish

signal from noise, a non-parametric technique using the

slope of the event trace appears to describe the detection

method with the best chance of discriminating background

noise from a broad class of seismic event signals.

The feature with the least amount of overlap between D

background noise and seismic event signals, "modified"'

slope, was calculated through discrete Integration of the

event trace slope over segments with the same slope p
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direction. Figure 20 demonstrates this calculation.

Various period estimations of the background noise were

too similar to one or more of the local, regional or

teleselsmic signal classes for effective discrimination

between signal and noise. Amplitude was a good

discriminator when the S/N ratio was high. However, the

detectors failed to trigger on the first arrival for

events with low S/N ratios. Both the slope and "modified"

slope of the event trace are characterized by a constant

mean equal to zero and a variance which changes with time.

This makes the "modified" slope of the event trace a more

attractive feature for distinguishing between signal and

noise than the unmodified event trace whose mean and

variance both change with time.

,.
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DETECTORS

AR-Soectral Estimation Used to Develop
a Synthetic Waveform

Assumptions H
The autoregressive (AR) model is correct for modeling

minimum phase stationary processes. To estimate the

spectral density function we must assume that we can

obtain an "adequate approximation" by using a finite order

AR model (Priestley, 1981). The development of a

synthetic waveform to pick out the first arrival phase in

an event trace from the autoregressive spectral estimate

of that same event trace requires several assumptions.

First, in order to use this technique. we must assume the

first arrival phase of the seismic signal generated by an

earthquake or explosion is minimum phase. Second we

assume the corner frequency, or dominate period, of the

seismic signal has the same period as the first arrival

phase. Third we assume that the background noise does not

contain an obvious corner frequency. Forth we assume the

seismic signal is stationary or at least can be estimated I
by a process that assumes the driving function is white

noise. Seismic signals contaminated by noise are

nonstationary processes with unknown distributions. Hannu
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Niemi, (1983), studied the effects of nonstationary noise

on ARMA models and concluded that the prediction formulas

applied in the stationary case were also valid in the

nonstationary case provided the underlying density

distribution of the nonstationary process was symmetric.

Discrete density distributions for 400 seismic signals and

their associated background noise were plotted and in all

cases the density distributions were symmetric. This

allows us to conclude that an AR model is appropriate for

estimating the spectra of the event trace given our

initial assumptions.

Description of Method

The first step in developing a synthetic waveform was

to compute the coefficients for an eighth order AR model

using the Burg algorithm. See appendix B for the

subroutines, "PolrArBURG" and "ARSPECTRA", to compute

the Burg coefficients and the AR-spectra. Coefficients

were computed for the first 800 samples of the event file

representing the background noise and the next 800 samples

of the event file thought to contain the first arrival

phase. Then the AR(8) spectra, (f), was computed for

both the signal and the noise and plotted (Priestley,

1981).
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e1- i12-rf ... 8 e-116 fI 2

( AR(8) coeff.cients

32 = variance of the white noise

f = frequency Hz

To determine the shape of the synthetic waveform's AR

power spectral density we employ the doctrine of

parsimony. The minimum number of poles needed to describe

the spectral shape with the information we have available

Is three. The poles are located at the low cut-off, high

cut-off and corner frequencies of the signal bandwidth.

The corner frequency is assumed to be the frequency with

the signal spectra's peak amplitude. The low and high

frequency cut-offs define the signal spectra Interval

where the signal spectra is consistently above the noise

spectra. The amplitude of the low frequency cut-off is

determined by the roll-off below the corner frequency due P,

to the sensivity of the recording instrument,

approximately 6dB per octave for the Lajitas station

instrument. The amplitude of the high frequency cut-off

is determined by the roll-off above the corner frequency

due to attenuation. The expected roll-off Is -3dB to -

4dB per octave. Figure 21 illustrates the proposed

method.

The coefficients of the synthetic AR(p) model are

derived from the synthetic AR power spectral density,
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I

D(f), described in the preceding paragraph. The AR

theoretical power spectral density, p(f), is defined by

p(f) -S(f) 2

where

S(f) 1 2S(f)S*(f)

and

A,1

s(f) =

-)le-i
2 Tf ..- 2e7-2

Now by making use of the fact that the theoretical power

spectral density, p(f), can also be written In terms of

the autocovariance, R(k), '

p(f) = Je-127fkR(k)dk

we can obtain the autocovariance, R(k), of the synthetic

AR model by taking the inverse fast fourier transform

(IFFT) of thesynthetic AR power spectral density, p(f).

p(f) = e-12mfkR(k)dk IFFT f x(k)x(k-t)dt R(k)

Then the autocovariance, R(k), of the synthetic process,

x(t), Is used by the Yule-Walker algorithm (Kay and

Marple, 1981), (see subroutine "AKAIKE" in appendix B), to

obtain the AR(p) coefficients for an AR model of order p

(determined by Akaike's information criteria ,AIC,

Priestley, 1981). This synthetic AR(p) model Is then

convolved with a spike plus white noise to create the

synthetic waveform. The synthetic waveform is then cross-

correlated with the event trace to try and pick out the

first arrival phase.
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Effectiveness of Method arnd Conclusions

The method hypothesized above started to break down

with the assumptions that the first arrival phase has theI

same period as the corner frequency and the background

noise had no obvious corner frequency. The period

estimated by the analyst for the first arrival phase of

the Lajitas event traces only correlated well with the ,

corner frequencies of the corresponding AR(8) spectral

estimates in 25 of the events studied; i.e., teleseismic

events with a high signal to noise (S/N) ratio.
I.

making it difficult to determine the correct spectral

bandwidth for the signal automatically. For the above 5

%,
% .

reasons this method for identifying the first arrival v

phase for a broad category of seismic events was abandoned'.,'"

L

in favor of a more robust non-parametric technique, the

rank sum detector. Representative examples of the AR(8)

spectral estimations for several of the events studied are

shown in figures 22 through 26 with the analyst's

estimations of the dominate periods for the noise and the

first arrival phase marked for the Lajitas seismic events.

vents~~~~ ~ ~ ~ ~ ~ ~ wihahg inlt nie(I)rto

In favo of a more robus no-aamti tehiqe the
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Figue 2. ARBFigecre l Esiatsfr.haSga

and Noise for Event 1. (a) Event traces recorded at each
of the four stations, Lajitas, Marathon, Shafter and Tres
Cuevas, for Event 1. (b) Lajitas AR(S)-Spectral
Estimates. The Analyst Estimates for the Dominate Period
of the Noise and the First Arrival Phase are Indicated
with Dashed Lines Drawn to their Respective Spectral
Estimates. (c) Marathon AR(8)-Spectral Estimates. (d)
Shafter AR(S) Spectral Estimates. (e) Tres Cuevas AR(S)
Spectral Estimates.
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Figure 23.a-:.

Figure 23. AR(8)-Spectral Estimates for the Signal "
and Noise for Event 5 are Normalized by the Variance of ''
the Noise. (a) Event Traces Recorded at Each of the Four
Stations, Lajitas, Marathon, Shafter and Tres Cuevas, for

Event 5. (b) Lajitas AR( 8)-Spectral Estimates. The "
Analyst Estimates for the Dominate Period of the Noise and .,
the First Arrival Phase are Indicated with Dashed Lines
Drawn to their Respective Spectral Estimates. (c )
Marathon AR( B)-Spectral Estimates. (d) Shafter ARM8
Spectral Estimates. (e) Tres Cuevas AR(8 ) Spectral
Estimates.
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Figure 24. AR(8)-Spectral Estimates for the Signa_
and Noise for Event 6 are Normalized by the Variance ot
the Noise. (a) Event Traces Recorded at Each of the Four
Stations, Lajitas, Marathon, Shafter and Tres Cuevas, for
Event 6. (b) Lajitas AR(8)-Spectral Estimates. The
Analyst Estimates for the Dominate Period of the Noise and
the First Arrival Phase are Indicated with Dashed Lines
Drawn to their Respective Spectral Estimates. (c)
Marathon AR(8)-Spectral Estimates. (d) Shafter AR(8)
Spectral Estimates. (e) Tres Cuevas AR(8) Spectral
Estimates.
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Figure 26.a

Figure 26. AR(8)-Spectral Estimates for the Signal
and Noise for Event 11 are Normalized by the Variance of
the Noise. (a) Event Traces Recorded at Each of the Four
Stations, Lajitas, Marathon, Shafter and Tres Cuevas, for
Event 11. (b) Lajitas AR(8)-Spectral Estimates. The
Analyst Estimates for the Dominate Period of the Noise and
the First Arrival Phase are Indicated with Dashed Lines
Drawn to their Respective Spectral Estimates. (c)
Marathon AR(8)-Spectral Estimates. (d) Shafter AR(8)
Spectral Estimates. (e) Tres Cuevas AR(8) Spectral
Estimates.
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Non-parametric Detectors

Description of the Detector Used to Implement I
the Non-parametric Tests

The non-parametric tests used to distinguish signal

from noise in the detector were performed on the

"modified" slope of the event trace observation data.

This "modified" slope is obtained by discrete integration

of the slope of the event trace over segments with the

same slope direction. Figure 20 illustrates how the

slope and "modified" slope were calculated for each data

point in the event traces. The subroutine, "SLOPE", in

appendix B calculates the "modified" slope of the event IN

trace.

The number of observations selected for testing the . V1

performance of each non-parametric technique as a detector

was 100. The sample size was chosen so that the time

period of each observation window would be greater than

the largest period expected to occur in the event trace.

The periods of the various components of the event trace

signal and noise range from 0.1 to 1.2 seconds. A window

of 100 observations, taken at a sample rate of 40 samples A

per second, correspondes to two and one-half seconds. The

first 100 observations of each event trace is assummed to

be a representative example of the background noise for

the time period of the event trace. The first 100

observations representing background noise are denoted by %0
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X(i), i=1,100, in the descriptions of the non-parametric

tests following this description of the detector. The

groups of 100 sequential observations taken at later times

in the event trace and compared with the background noise,

X(I), are denoted by Y(i), i=1,100. The null hypothesis

used for each non-parametric test, HO, is the assumption

that both X(i) and Y(i) are taken from the same

population; i.e., that the cummulative distribution

functions for X(i) and Y(i), F(x) and F(y), respectively

are the same.

Since we know the first 30 seconds into the event

trace precedes the 6.4 second window which triggered the

fast Walsh detector, we make the assumption that the first

arrival phase of the seismic event (P or Lg) is within the

first 60 seconds of the event trace. To detect the

seismic signal a window of 100 observations is moved in

Increments of 10 samples, 0.25 seconds, down the event

trace. Each window of 100 samples is compared to the

first 100 samples of the trace representing background

noise using a non-parametric statistical test. Detection

occurs when the non-parametric test indicates the two

windows of 100 samples are not from the same population;

i.e., the underlying distributions, F(x) and F(y), are not f..

the same.

Three non-parametric tests, (1) the two sample sign

test, (2) the run test, and (3) the rank sum test, were -N
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tried in the detector to determine the most effective test

for discriminating between signal and noise. The

following describes each test, the assumptions each test

made, the validity of those assumptions with respect to U
the data set and the effectiveness of each test in

discriminating between the background noise and the signal

plus noise. The detector subroutine, "DETECTOR", is

listed in appendix B.

Two sample sign test "ff

Assumptions

The data for the two sample sign test consists of two

random samples, N observations from the control S

population; i.e., background noise, and N observations

from the treatment population; i.e., signal plus noise.

In our case we choose N observations, X(1), ... X(N), from

the beginning of the event trace representative of Lhe V

background noise and N observations, Y(1),...,Y(N), from

the remaining portion of the event trace. Unfortunately,

the observations taken from a seismic signal are not

independent random variables. Instead there is a S.
•0

dependency between the observations. Walsh (1949,1951)

has shown that the sign test will have similar results if

the observations In the two samples are mildly dependent. ,,,

The two sample sign test is sensitive to changes in
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the location and spread of the distribution. If a signal

is present the spread of the X(i) observations should be

significantly different from the spread of the background

noise, Y(M) observations. The sign test run on the

seismic data assumed that no ties, (i.e., X(i) =Y()),

were present. 
.

U.

Procedure

To test

Ho: F(x) F(y)

1. Define indicator variables 
'.

1 if [Y(i) - X(i)] > 0 %

Z(i) = 0 if [Y(i) - X(i)] = 0

-1 if [Y(i) - X(i)] < 0

1 if Z(i) > 0
6(i) = 0_

0 if Z(i) < 0

2. Set

Sn = Z)61

The statistic Sn is the number of positive Z's.

3. For a one-sided test of HO versus the alternative,

Ha: F(x) = F(y),

at the alpha level of significance,

Reject H0  If Sn < [N - b(alpha,N,1/2)]

Accept H0  if Sn > [N - b(alphaN,1/2)],

where the constant b(alpha,N,1/2) under the null I
%i
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hypothesis satifies P[Sn > b(alpha,N,1/2)J = alpha. That

is, b(alpha,N,1/2) is the upper alpha percentile point of

the binomial distribution with sample size N and p = 1/2.

For large sample approximation under the null

hypothesis define:

Sn = Sn - E(Sn) = Sn - N/2

SQRT[Var(Sn)] SQRT(N/4)

When H0  is true, the statistic Sn has an asymptotic (N

tending to infinity) standard normal distribution,

z(alpha). The normal theory approximation test of H0

versus the alternative H at the alpha level of
at

significance is

Reject H If Sn > z(alpha)

Accept H0  if Sn < z(alpha).

In regard to ties, X(i) = Y(j), if there are zero

values among the Z's, discard them and redefine N to be

the number of nonzero Z's. Figure 27 is an example of the

two sample sign test with N = 30, k = 10 for a confidence

interval (0.137-0.583), and alpha = 0.01.

Effectiveness

A large number of ties occur when the X(I) and Y(i)

observations taken from seismic signals are compared.

These ties are due to the limited dynamic range for small

values of seismic observations near zero; i.e., the same -,

values occur more often near zero since there is a more K.

limited range of values to choose from. Since the ties
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II
.

X Y SIGN TWO SRMPLE SIGN TEST ,

-2.0 -1.0 -1 Ho: F~x) =Fly) u

4.0 1 .0 -1 Ha: Fix) I FI

5.0 -1.0 -1 N = 30 "]

0.2 1.0 1 E(Sn = 15.0
-8.0 -3.0 -1 Sn - EoSn)I = 2.0

-11.0 -7.0 -1 K = 10

-11.0 -13.0 1 REJECT THE NULL HYPOTHESIS 0

-10.0 -15.0 1
-7.0 -13.0 1
-4.0 -6.0 1
0.0 2.0 11
3.0 7.0 1
7.0 11.0 1

6.0 12.0 1

5.0 7.0 1

3.0 1.0 -1
4.0 -4.0 0 %

8.0 0.0 -1

9.0 9.0 0 0
9.0 20.0 1
10.0 29.0 1 ,A

12.0 28.0 1 'A

16.0 18.0 1
18.0 6.0 --

20.0 0.0 -1

17.0 -4.0 -1

11.0 1.0
4.0 12.0 1

-1.0 17.0 1
-4.0 19.0 1

Figure 27. Example of the Two Sample Sign Test. The

Sign, (1,0,-i), Indicates the Absolute Value of the X(i)

Observation is, Greater Than, Equal, or Less Than, the 'S

Absolute Value of the Y(i) Observation. Sn is the ',

Summation of the Positive Signs.
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Figure 29. The Performance of the Two Sample Sin

Test When Used to Detec-, Seismic Events. The Nul I-
Hypothesis for this Test Assumes all the Observations,
X(i) and Y(i) , Come from the Same Population, the

Background Noise. The Blue Color Indicates a Rejection of74 %

the Null Hypothesis, i.e. a Signal is Present.
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were not taken into consideration in calculating the value

of the sign test they dilute its sensitivity to

differences in the spread of the distributions. Ties were

not accounted for because of the increase In computation

time It would require; i.e., recalculation of the test for

the reduced number of untied observations. Figures 28 and

29 illustrate the performance of the two sample sign test

when used to detect signals. The sign test subroutine,

"SIGNEXP", is listed in appendix B.

Run test

Assumptions

The run test selects N observations, X(1)..,X(N),

of representative background noise taken from the

beginning of the event trace and M observations,

Y(l),...,Y(M), at some time later in the event trace.

Then the observations are ordered in ascending order and

the number of runs (groups of X or Y observations) are

counted. The run test in this application assumes the two

samples, X and Y, are independent random variables. Since

there is a dependence between the observations in each

sample the designated level of significance for the run

test will not be preserved.

If X(i) and Y(J) are from the same population then X

and Y will be well mixed and the number of runs will be

large. However, if X(i) and Y(j) are from widely separate
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populations then there will only be two runs. The run

test is sensitive to differences in both shape and

location of the distributions.

Procedure

To test

Ho: F(x) = F(y)

1. Order the observations, X(i), i=I,N and Y(i), i=l,M,

together in ascending order from least to greatest.

2. Set Z equal to the number of distinct groups of Y's. S
.5-

The statistic Z is the number of runs in the ordered array

of observations.

3. For a one-sided test of H0 versus the alternative S

Ha: F(x) = F(y)

at the alpha level of significance,

Reject H0  if Z > zO D

Accept H0  if Z < zO

where the constant zO is the largest integer which

satisfies 5

z P[Z = z) = alpha.

That is, zO is the lower percentile point of the

distribution of Z for sample sizes N and M.

The following specifies P[Z = z] under the null

hypothesis so that we can determine the integer zO for a

given test size. D
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(M-N
P [ = z l = [ Z = k = 2 k - k - I 1) (

P[Z = z] = P[Z = 2k+1] - \kJ 5-

For large sample approximation define

Z = Z -E(Z)
SQRT[Var(Z)I

E(Z) = 2MN + 1
M+N

Var(Z) 2MN(2MN-M-N)
((M+N)**2)(M+N-I).

When H0 is true, the statistic zO has an asymptotic (N

tending to infinity) standard normal distribution. The

normal theory approximation for the one-sided run test is

Reject H0  if Z > z(alpha)

Accept H0  if Z < z(alpha).

For M > 10 and N > 10 the asymptotic normal distribution

can be used to determine zO (Mood, Graybill and Boes,

1974). If there are ties, Z(i) = Z(J), we delete the tied

observations and recalculate zo for the new value of N.

Figure 30 illustrates an example of the run test for N

30, M = 30, zO = 40, and alpha = 0.01. The run test .

subroutine, "RUNEXP", is listed in appendix B.

Effectiveness

Due to the way seismic signals are recorded

digitally, there are a large number of ties which impede
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Figure 30. Example of the Run Test. The X(i) and
Y(i) Observations are Ordered in Ascending Order. Then
the Number of Runs of X and Y Values, Z, are Counted. If
the Number of Runs is Less than the Threshold, zO, the
Null Hypothesis that X and Y Both Come from the Same ',

Population is Rejected.
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Signal is Presenz. (a) Evenz 19. (b) Even-, 14.

79

p$ er -F el. 2.w ff .I,**% %F~.



isx

TE x 1984 233,0134.32 A&-14.37 TELMImxAIC J4t~fr Net Zx 8

37

TO 14 2= 41Mj2.=U T4=WC=.2S TaEK~C JTE3 Mta -. 62

II P1 V l

TO 13a4 520a1..11 I3~42 1.152 Tr--M314C B.1ITET Mato Za 8

I A

Lim Li 11. 31.0~.. ZA~L M ~ 5* 3MT5 QU 4L U L LA

32

Figure L 32. The Per-oa of th Run Ts flen A Used

tOC~c SimcEet. Th ulHprhssfrti
TaszAssmesall he bse,;aicns X~) ad Y(i) a,.1
fromtneSamePaclaz-ont.,eBacgroud Nise.TheBlu

Calo lidcazs a ejezicnof-the ullHyponess, ie.

Signa is Pesenz

TIS 4 4~2.~~ ~L2IC JALT't 802(



%

the effectiveness of the run test in distinguishing the

differences In shape between two different populations.

Since this non-parametric technique does not have a good

way of handling the number of ties naturally occurring In

seismic signal comparisons, this technique was rejected in

favor of the rank sum test. Figures 31 through 32

illustrate the performance of ,the run test as a signal

detector.

Rank sum test

Assumotions

The rank sum test selects N sequential observations,

X(1).....X(N), of the "modified" slope of the

representative background noise from the beginning of the

event trace. Then M sequential observations of "modified"

slope, Y(l),...,Y(M), are chosen from some time later in

the event trace. The N plus M observations are ordered in

ascending order and assigned a rank based on their

position in the ordered sequence. The ranks for the Y(i) A

observations, Ry(i), are summed and the absolute value of

the difference between that rank sum, Ty, and the

estimated mean, E(Ty), is compared with a predetermined

threshold value, k.

The rank sum test assumes the X(i) and Y(i)

observations are independent random variables. Since

background noise is not a purely random process and the

'A
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seismic signal can be thought of as the background noise

"treated" with the addition of a seismic event, neither

the X(i) or the Y(i) observations are independent random

variables. Serfling (1968) investigating the robustness ,p

of Wilcoxon test, upon which the rank sum test is based,

let the two samples, X and Y, be Independent of each other

but let the random variables within a sample be possible

dependent. It Is found that the robustness of the test

statistic for the Wilcoxon two-sample procedure under the

null hypothesis with departures from the standard

assumption of random samples depends upon the grade of

correlation of the variables X(i) and X(i+1). In other

words, similar results for the rank sum test should be .

obtained when only mild dependence occurs between the

observations in the samples. Since we do not know the

exact degree of dependence between the observations, there

is a probability that the significance level, (alpha),

assumed for the rank sum test does not reflect the true

significance level. ,

Procedure

To test

HO: F(x) = F(y)

1. Order the N and M observations from least to greatest

and let Ry(i) denote the rank of Y(i) in this ordering.

2.Set I
.~ * t % *, -. % .82 

-% 
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M

Ty = Ry( i.

The statistic Ty is the sum of the ranks assigned to the

Y's.

3. For a one-sided test of HO versus the alternative

Ha: F(x) = F(y),

at the alpha level of significance,

Reject H0  if Ty > w(alpha,M,N)

Accept I if Ty < w(alpha,M,N)

where the constant w(alpha,M,N) under the null hypothesis

satifies

* P[Ty > w(alpha,M,N)) = alpha.

Values of w(alpha,M,N) are given in Table C.1, Appendix C

(Hollander and Wolfe, 1973).

For large sample approximation under the null

hypothesis define

Ty Ty - E(Ty)
SQRT[Var(Ty)]

When H0  is true, the statistic Ty has an asymptotic

(minimum of N or M tending to infinity) standard normal

distribution. The one-sided normal approximation theory

for the test statistic is

Reject H0  if Ty z(alpha)

Accept H0  if Ty" < z(alpha).

For M > 7 and N > 7 the asymptotic normal approximation is

quite accurate. (Mood, Graybill and Boes, 1974)

If there are ties; i.e., the ith observation in
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ascending order is tied with the k observations following

the ith observation then the summation of the indices

divided by k+1 is the average rank assigned to each of the

tied values. For the large sample approximation, compute

Ty using average ranks, and replace Var(Ty) by

Var(Ty) MN M+N+l- f(i)(f(I)**2 - 1)
.2 L .(M+N)(M+N-1)

where L is the number of tied groups of ranks and f(i) is

the size of the ith tied group. An untied observation is

considered to be a tied group of size 1. Hence if there

are no tied observations the right hand side of Var(Ty)

reduces to

MN (M+N+ )
12

'.

Figure 33 illustrates an example of the rank sum test

for N=30, M=30, and alpha = 0.001. The rank sum test

subroutine, "RANKTEST", is listed in appendix B.

Effectiveness V

Since the ties are handled by averaging the ranks

this test is sensitive to the relative changes in the

shape of the seismic signal's density distribution.

Figures 34 and 35 illustrate the application of the rank 77

sum test to detect a seismic event.

Conclusions

The rank sum test was the most effective of the non-

N.
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Figure 33. E::am=-.e of the Rank Sum TesZ. The X(i)
and Yi) Observations are Ordered in Ascending Order ar.,

Assigned at Rank indicating their POsitizn in the

Sequence. Then the Ranks, RI(i), for the Y(i) Values are

Summed, Ty. It the Absolute Value of tnhe Rank Sum, Ty,
minus its E:cmected Value, E T(-r , is Less than the

Threshold, K, we Acceot the Null Hpot.ntesis that X(i) and

Y(i) Come r7C-: t- Same Poulation.
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parametric tests in discriminating between signal and

noise. After studying figures 28,29,31,32,34 and 35 one

can see that the rank sum test does the best job of '1

discriminating the event signal from background noise in a

trace where an event signal is known to be present. The

success of the rank sum test is due to its method of

handling the large number of ties indigenous to seismic

signals.

,
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DETECTION TECHNIQUE AND FIRST ARRIVAL PICKER
EMPLOYED TO FIND THE FIRST ARRIVAL PHASE OF

EARTHQUAKES AND EXPLOSIONS IN SEISMIC
SIGNALS CONTAMINATED BY NOISE

Descrimtion of Non-marametric .A
Detector and Picker

The rank sum test applied to the "modified" slope of

the event trace observation data most clearly

distinguished seismic signals from the background noise of

the three non-parametric techniques tested. Several

implementations of a detector based on the rank sum test

were run on a training set of 48 event traces. The level

of significance for the rank sum test was varied to find

the threshold for detection which would allow the rank sum

test to clearly discriminate between signal and noise.
4

However, the "unmodified" application of the rank sum test 5,

to discriminate between signal and noise was not

"consistent" in picking the seismic event due to varying

S/N ratios. To allow the threshold for detection to

change with S/N ratio a "modified" version of the rank sum

test was implemented.

The minimum and maximum rank sums for a each trace 9

were determined in this "modified" implementation of the

rank sum test. If the range of the rank sums, (i.e., sum

of the ranks in each window), for a trace,
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maximum rank sum - minimum rank sum,

is greater than 3600, which was observed to constitute the

"high" S/N case, then the threshold for signal detection P

is computed to be the minimum rank sum plus 2700. If the

range of the rank sums Is less than 3600, which was

observed to constitute the "low" S/N case, then the signal

detection threshold is computed to be the minimum rank sum

plus 75 percent of the range of the rank sums. Based on a

detailed analysis of the rank sums test when applied to I
the event traces in the data set, this allows 0

approximately 99.9 percent of the rank sums due to

background noise to fall below the threshold in the "high"

S/N cases and 99 percent in the "low" S/N cases.

The automatic first arrival pick is defined as the

first zero-crossing preceding the first observation in the

first detection window whose modified slope is at least

1.05 times greater than the maximum modified slope value

of the representative background noise.

The event detector based on the rank sum test takes S

the first N=100 observations in the event trace to be a 'A

representative sample of the background noise present in

that event trace. The rank sum test is computed for S

observation windows, N equal 100 samples in length, moved

In Increments of 10 samples, 0.25 seconds, down the event

trace. The rank sum of each window is computed and S

compared with the rank sum of the background noise window.
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The subroutine to detect and pick the first arrival phase, S

"RANK2700", is listed In appendix 
B.

Results

The detector which used the "modified" version of the

rank sum test described in the preceding section to

discriminate between signal and noise was run on 152 of 0

the event files recorded during the GSETT experiment.

These event files were selected to give the broadest

representation of the wide variety of seismic signals we

would expect to encounter if the detector were run over

all events recorded by the fast Walsh detector on a daily

basis.

To analyze the performance of the "modified" rank sum

detector we looked at 128 of the event traces. Since 24

of the 152 event traces the detector was run on were also

included in the training set used to develop the

"modified" version of the rank sum detector they were

excluded in this analysis to give us an unbiased look at

the detector's performance. One hundred and twenty-four

automatic picks were compared to their respective I
analyst's picks. Sixty-five were within 0.4 seconds of the

analyst's pick. After analizing the automatic picks

differing from the analyst's picks by more than 0.4

seconds, it was concluded that 5 appeared to be more

correct than the analyst's original picks. Twenty-four of
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the automatic picks were ambiguous, either the automatic

~pick or the analyst pick could be correct. Thirty-five of

~the automatic picks had errors larger than 0.4 seconds

relative to the analyst picks: 4 local; 28 regional; and 3

teleseismic events. The representative background noise

for 22 of the regional and local automatic picks with

errors larger than 0.4 seconds contained P arrivals. This

indicates that the violation of the assumption that the

first 100 samples is background noise causes a

deterioration in the accuracy of the automatic first

arrival pick. The apparently erroneous automatic picks

that occur for teleseismic events are caused by small

emeraent precursors to the P-arrival which the analyst

picked.

Occasionally, the assumption that the first 100

observations in the event trace represent background noise

is violated. Either because the fast Walsh detector did

not detect the P arrival but instead triggered on the Lg

arrival or because the signatures from two seismic events

occurring near the same time overlap each other on the the %

event trace. This causes either the P arrivals or the

coda from a preceding event to contaminate the first 100

observations assummed to contain only background noise.

When the initial assumption that the first 100

samples of the trace represent "ckground noise is

violated the detector discriminates between signal and

j
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TABLE 4. Errors (Automatic Minus Analyst Picks in

Seconds), and Ranges of the Rank Sums for the
152 Events Used to Test RANK2700
FILL EVIENTS ALL EIOENs

EVENT ME RV4GE ERROR EVENT NPdME RAN'GC ERROR

34289t4S8.037 5857.0 8.0 T42M533.236 5151.5 -e.

428,T23 3. r3 4822.5 .2 M IrA962W. 221 4733.5 8.4

M42911851.051 3742.8 9.2 54232182.25 4187.8 -,.4

74232323.219 5323. 8.2 LS2B7.225 45-2.5 0.4

42,8,5.Z46 575.5 9. L42121 .21 2". 8 .4

L423717573.018 5Z72. a 9.0 -21:807.22 - 4.5 0.4
342971753. 18 6174. 0 *. L41213.257 4 43.5 -a.4

T4209 13. as 564.5 -0. . L42S21423. ZU 2235. Z 8.5
S 4U22136. In13 i USIA 0.1 A 42.412'.2.3.211 5r,' 2. a -0.

442.a.3ss. 3m 4294.2 8.11 T428323 .28 5583.5 8.6

T42851418.934 534.5 "-0. 1 L4232 24'.213 4145.2 -22.6

M4ZS12140l 04 5148.0 0T.42.10325.225 5643.0 8.6

T42312213.857 4914.5 8.S4323212S.I8 6385.5 -2.5

L423225'28.828 5145.5 -8.1 M42.8tS85.8 34'.5 2.,

5 42n205".. 201 4184.2 8.1 L,311851..23 46.6.5 -0.6

T4M2S2-8.888 5536.0 -0.1 iS225.2 86 55Q.a 9.7

L42921533.836 5463.8 8.1 A42322:A.22: 05-.4. 8.7

K42921X33.023 5871.0 0.1 L42911959.,.7 4392.8 -4.7

S42321533.226 5261.5 9.1 542562.38. 4264.5 8.8

L42S21aSS, VI' 3598,. 8.1 T423116a2.M83 5197.5 8.8

7t2321859. X28 4275.8 8.1 S42832327.ZI8 4896.2 -0.8

L4233212S.2U9 5495.5 -0.1 T4230226.238 3742.8 8.9

T42312129.06 5797.0 0.1 A42321832.228 3958.5 9.5

L42891418.2317 4922.5 -.0.1 M4237085.243 613E.5 -0.9

T42SSII928.5"7 5539.5 8.1 2 .622.28 3758.2 8.5

L429627'37.016 372,.- 5 0.1 M 42571351 .28 243.5 -,.2

542378815.233 5529.5 8.1 L42727815.468 6891.2 -2.1

542892313.816 S454.8 8.1 $42351399.22 5251.5 -1.1

M4282328.207 3311.5 8.1 T4232182.a39 4849.5 -1.2

I42322213.25'3 4573.5 8.1 L428319.85 4166.5 1.2

742382054.044 594. a 8.2 T4288814.8 46 4812.8 1.2

L473323n. 0 219 5848.0 8.2 L42371952.227 53.8 1.2

lH42M3233.25 5889.5 8.2 S42,332383. as 5628.5 -1.2

3429I2 .32 3994.8 -0.2 L42s623.01 58.8 1.4

M423S192a.a8 57125.A 0.2 2.63716 658 15

S42311673. 899 4528.5 8.2 M4.351719.R57 3826. 1.7

S42S9902t.623 4.569 S 8.2 L42832327.216 4615.5 -1.8

M42831418.253 5475.5 8.2 1t2,891719.247 4242.5 1.9

L42091.0S 462. .02 42.282523I 5621.5 -2.2
L4230054. 044 524.2 -a.2 M4231221 4.2-2 4067.8 2.1
M42S7753.032 513.9.5 8.2 5A2s5.2 8.As6 3923.5 2.3

TM22314,06 S'740.0 0.2 5429118551.011 5641.0 -2.4

N42901820.047 4771.8 0.3 M42831-06.2a4 334S.5 2.7

542.91887.226 4369.8 8.3 T42.121 .215 5518.5 -2.9

N429214U3.814 4358.8 9.3 L42.aZ29. Z7 286o.a 3.2

1423118F.032 4,7S. 5 -. 3 742371752.852 555. a 3.3

LUUS2 S.857 5912.5 0.3 M4S92258.Z94 5739.5 -3.4

T42S21429.218 3944.2 -0.3 T42.713SI.88 3419.5 3.9

142W3'27.212 5168.2 0.3 M42902246.229 4854.5 4 4

142.11851.297 5855.5 8.3 M42832324. 828 4193.5 -5.1

T429 11t8.256 4692.5 8.3 5423122 1. 8 285. 8 5.1

L422I7. 019 4112.5 8.3 54252247.216 29V7. 5.4

S4?8. l90S.298 3888. 8.3 S 42311358.058 6332.9 -6.3

T4299 0136. 021 4554.5 0.3 542832324.2t2 5496.2 -,.3

42992229.239 3713.a 0.3 L42891815.218 4178.0 6.2
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TABLE 4 (Continued)

ft.L EVD(T7 il EYTS

EVDfT IME RWGE ERROR EVENT N"E RANGE ERROR

342431713. RS 4895.5 7.4 L429717b3.018 V272. 0 9.8
L42M31821.016 4485.5 7.5 542371753.218 6174.8 6.8
T42.91822.n7 32.2.0 -9.1 L4296237.216 3729.5 @. 1
542n7 1350. 042 4355.5 19.1 M 42.s25. n3 4294.0 8.1
34291213. 8r 3748.8 10.4 M42912140.040 5149.8 1..
S42 as1815.sl8 3478.5 10.4 74282304.216 5"78 0.2
M42S80137.019 4228.0 12.6 742.982254 .0 44 594. 8 8.2
M4211959.888 4199. 13.4 M 42g7175"3. 38 S9.5 0.2
54Z891S9Z3.018 3?5:.2 -:.L42982854.244 55-24.8 -0.2
M42832311.82-4 4762.5 -15.3 M42962M3.881 47"..5 0.4
L42L91S6.230 368. 5 -17.5 L42312149.015 5732.8 0.4
L428234. a3 5576.5 -19.9 S42S62.8. 814 4264.5 9.8
5421325.816 5376. 8 -22.9 M42971951.00 2483.5 -1.8
M42321859.OS4 4645.5 -23.6 L429719-2.007 4583.8 1.2
542317215.22i 5845.8 -23.7 T42362137.016 3655.8 1.5
L4299213,6.53 4227.5 -25.8 74291214 .015 5518.5 -2.9
42392254.O51 6894.8 -26.8 742371752.852 5525.8 3.3

L4ZS11692.907 4522.A -33.3 T4237i5I1. 20 3419.5 3.9
O42 9238.828 4193.5 -5.,

NUMBE OF E42 22 5 $2BS 4.812 56.2 --6.3
m-lp# = 9.5 S42971950.040 435E.5 10.:

48I. 3= 542912139.230 3749.8 18.4
YPRIPCE Q.3 L42892304.03.9 5576.5 -19.9

5423-254.051 6894.8 -26.8

NUMBER OF EVDTS = 24

'0.8

-4.0VAINE 326.3

-.

.
-j
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TABLE 4 (Continued)

REGIOka. EVDr75 RE411NAi. EV1

EV047 NAME ZINOE EROR EV047 NAH Rmc: ERR

542891418.227 5257.z 8.0 742B5:814.246 Q812.0 1.2
L42&92313.003 4882.5 0.0 L42891719.858 4166.5 1.2
M42S11851.051 3742.0 9.0 542332303.02m 5628.5 -1.2
T42932232.213 513.0 9.8 742S2 S. V3 4840. 5 -1.2
5428S2313.216 5454.2 2.1 L42S912225.0272 5553.0 1.4
M42832..O7 33111.5 2.1 M42a917:S.2TS7 U:6.2 .

S42322136.231, 3581.8 0.1. L4285227.216 46.S.5 1.
742831418.824 52-49.5 -0.. T42aSS719.247 4242-5 1.9

149:21.27 424. 2:S42S218249.r872 5643..5 -Z. a
L423215M .036 54ES.8 2.:1 M42S12214.252, 4267,.8 2.:
M4292153222 587l.8a 2. 1 S42.921858.256 2923.5 2.2
S423215M.22826 5261.5 0.1 542.311051.211 5646.8 -2.4
L42S21859. 8.21 2998.8 0.1 M42,891 326.042 2n49.5E 2.7
742321:859.M2 4275.8 2 .1 L42SW222S. 2-2 2862.a 2

L42332129.229 5495.5 --a., M 425-2246, 9-4 4,94.5 4.4
74233212S.26 57S-7.2 2.1 542.WZ2221..ZU 258.0 5.1
L42831418.a27 4928.5 -2.1 542SO2247.2:6 2907.28 5.4
S429214392103 39S4.2 -2.21 542S11358.02 632.8 -6.3
M 42BS 141 B.253 5475.5 0.2 L42P591855.08 4 175. 6.5
L423222.28U S48.2 2.2 542Z51713.225 4805.5 7.4
M42Z3233. 215 5889.5 2.2 L 42U18 2 .. 6 4425.5 7.5
542.9116a2. U2 4528.5 a. 2 Ua4292,32.237 3222 -9.
T423921429.218 3944.2 -2.2 542891815.2!8 3472.S 10.4
T4292209.232 371.. 2.3 M4ZW9 137. 219 4228.8 12.6
T42BS2227.212 5166.Z 9.3 MC911953.216 4199.2 13.4
542S91 ei7.826 425.8 a 2.2 542,91303.018 3361.0 -15.1
L4232 I M.339 4112.5 2.2 M42892313.022 476Z.5 -15.2
T42911827. V2 4573.5 -. 3 L42659036.ZIO 3265.5 -17.5
U4291925.008 388a2 0.2 54291 V-25.216 5316.2 -22.3
742911851. 007 5059.5 2.2 M42321e59.254 4645.5 -22-.6
T42911SR58.256 4692.5 2.2 S427S 1221 S. U1 584.5.0 -22.7
742922126. 221 4554.5 0.2 L42921 6.252- 4227.5 -25. id
M42921430.014 432.a 2.2 L42311162Z. 277 4522 . -32.2
A42921820.247 4772.8 2 .2
L42S911897.2r29 45-2.5 2.4 WJ?*8E7 OF EVEN7S 88

-742921533. 016 5751.5 -2.4 MEDIAN = 2.6
L42.912213.05-, 4442.5 -2.4 MS N = .5
M42S11827. 229 4144.5 0.4 VPRI1PNCE '135.6
542321821.22M 4187.8 -.2.4
L4M31429.22 2285.a 0.5
M4293212S.22l 5'2 0 -2.5
T42912322.82-2 5642.0 2.6
542932129.218 6285.5 -80.6
742a92313.008 S58..5 8.6
L42S11851.82 4626.5 -2.6
M02U.1815.838 3481.-' 2.6
L42902247.013 414S.8 -2.6
M4291225.226 5542.8 0.7
142W22212. 322 42 52.8 a 2.7
L42911959.017 4390.0 -a.7
T 42911 W2. ZV2 51971.5 2.8
542882r.2.1l8 4096.0 -2.8
T42992246.828 3742.a 9.
M429116Z2..228 3788.2 .

14221832.828 3958.5 2.9
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TABLE 4 (Continued)

EMIJT NAME RANGE ERRcR h

T4237gal5.046 5751.5 1.8
T42389. 85 5564.5 -48.1

-~L4232as2a.mea 5145.5 -0."
54292Z328.881 4184.0 8.1
T42.922528.208 SSM6.0 -a.,
T42951498.4357 5533.5 S."
34231881s.na3 5313.5 0.1
M42900019.853 4573.S 8.1
L6231981.a51 4862.0 -4.2
5423888r21.823 4563.5 8. 2
M42851388.85 5725.8 8.2
L42351388.857 5312.5 0.3
"4237981S.043 6135.5 -0.3
L4237081S.046 6931.8 -1.1
S42.9513"..000 521.5 -1.1
m4z2zS228.zz4 5799.5 -3.4

NLJiBER OF EVENTS 16
Mr1P.N 8 .1
MEAN 8 .5
VARIANCE 853.8

I
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noise poorly. One way to improve the effectiveness of the

detection method is to extend the time preceding the 6.4

second window triggering the fast Walsh detector to 60

seconds. Past experience in picking the first arrival has

shown that while the Pn arrival sometimes precedes the Pg

arrival triggering the Walsh detector by more than 30

seconds all of the Pn arrivals are included in the first

60 seconds preceding the window triggering the detector.

Then only overlapping seismic events will cause the

performance of the detector to deteriorate. Of the 400

event traces in the data set only four were overlapping

events. Table 4 lists the errors relative to the

analyst's picks in the automatic first arrival picks and

the range of the rank sums for all the events and for e,ch

individual type of event; i.e., local, regional id

teleseismic. The illustrations depicting the performance

of the automatic detector and first arrival picker on 15:

event traces are included in appendix D.

N
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CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK

The rank sum detector is extremely robust and

excellent for distinguishing a broad category of seismic

signals from noise. However, the time preceding the

window triggering detection in the fast Walsh detector

should be increased to 60 seconds. To illustrate this

conclusion let us examine an extreme case where we would

like the detector to pick either Pn or Lg as the first

arrival for later event association and 1 cation. Suppose

the fast Walsh detector fails to trigger on the Pn arrival 0

from a regional event 130 from the recording station. The

maximum time interval between Pn and Pg at 130 is 57

seconds. So if the fast Walsh detector triggered on Pg,

the Pn arrival would still be Included in the event trace

file if the predetection time was increased to 60 seconds.

If the fast Walsh detector triggered on Lg instead of Pg, 0

then we conclude the Pn arrival must be too far below the

background noise level for even a human analyst to discern

otherwise the fast Walsh detector would have triggered on

Pg instead of Lg. In this event the human analyst would

pick Pg as the first arrival when we would rather have him

pick Lg for later association purposes. Since the time

interval between Pg and Lg for a regional event 130 from

98



the recording station is 3 minutes, the automatic detector would select Lg as

the first arrival. The real time fast Walsh detector writes seismic events oc-

curring closer together than 60 seconds into a continouous event file. There

should be no significant problem with overlapping events in extending the pre-

detection time to 60 seconds for each event file. Then 99% of the automatic

picks should be correct within a median error of plus or minus 0.2 seconds

(see Table 5).

The next step is to develop a criteria to break up the class of signals

detected into local, regional and teleseismic events and then into earthquakes

and explosions. Decision tree or stratified layer classification is designed to

take advantage of such situations (one or two features; i.e. slope, period or

amplitude) to improve efficiency and, if possible accuracy. The decision tree

classifier progresses through a series of stages or layers; at each layer certain

classes (local, regional and teleseismic) are separated in the simplest manner

possible. It is flexible and permits different features and classifications (boun-

daries) to be used to separate different classes. (Schowengerdt, R.A., 1983).
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TABLZ 5. Errors (Automfatic Minus Anal.yst Picks In

Seconds), and Ranges of the Rank Sums of Events

Which~ do not Violate the Initial Assumptions

Yj~ -me :Nz7:a.L A55mp'rzC4s Vt21 .?t E :417A. R5'rTC N5

CF 71-r- Via722 C!T=GF'tERi4C71C7C

EFl L4W AE UN a W4GM-4 AK PF64CE Et

3as 1418. r.7 sa57.6a 9.3 5 4232 423. 212 ISS -i.:

L4283r234.2333 5576.5 0. T41Us224.21
6  574a.i6 .2

LI28312.6 ~ 46Z.3 542 4S63.2 i 6.2 
1

~ 423 2lZ 7 2tS 'a.. a. ,r,- 4 1 .

L413:1.
2
l 

4~55

T 4Z231 Z:2. 211 2.2 3.5

L 423 1 21=. 3
2  5355.23 a.2 z585

L 4 Z: !I .31. V 45:.a 'a. a~25.4 
542 -.

T429i.592-33 5S37.3 LZM23.2sa 
525 .

T4231'522233 42658 6.3 
4443532.25 575 6a.2

H4213iast.63 426.3 1.2 54231t&7.325 4369.a 6.3

M21S1
2 1  42.2 6.2a T 42311 U

7 . M- 4573.5 -Q.2

T46=.i 51. .3 T423321-27.3
12  5165.2 6.2

T4.15 51.5 6.2 T425329t12.221. 4S. 6.2

M433!5331 s-.5 6.2 
442'5.2 035 6.2

54 a5. ls 
T 22 1 29'-i1

563.3 5751S2. 8 8.5 0.
T1313273.6 a 2146I2.5a 3.2 ?42tS222.J5 472.5 .4

r4M231206 s41.5 03 M42231212V 418a.2a .3

54236:23.24 Z543. . 1 L2.27! 2.
2 

r5972.5 .4

M42522:2 6%32z.5 . L22118S
6 7 2  572Z.5 .4

LU2317V-318 5-47:.3 .1j Lti327.J
2l 414.2 .4

61,161.22  47.3 .1 L421222.07 543.5 6a.5

H42371S55.309 2.2 .1 4232228.22
3  4.2S 0.4

T4252231.209 3413.5 -4.1 
o

4 el15aa 287.3 4.

T42661325 5-56.5 4.1 )12312 Q. 25 S5542.3 .7

L42831418.32
7  482.5 -4.1 i211297.3X23 4S1. -6.

L4Z32!!3. 2661 5737.23 .1 LQ2:4.1 4LS -.

TAM !03.r3 32".2 .1 T42132523 543A. -4.6

T4285143.203 543.. 4.1 mteS81.V25 342.5 8.3

T45-JJ.3.5t 5563.5 4.1 L4231Q25.aZ6 621.2 -1.7

L4233418.337 42.z .: W32153.27 483. -a.2

T 4Z32 34.32 5149.27 . 1 
QrZ.~ 43. .12

N42222i.25 23.2 . 4211.4 482S.3 1a.3

V142:213.357 5454.5 6.M423-815l.242 
362- 1-.7

TA5.42.925:226 545.54 'a.1I L42581SA7.26 61.3 -.

S1.37215.V25 =546. 0.1. 14252229.227 2866.2 .2

T12522. 587a31.2 9 .1 14231713.3s4 2739.5 -1.4

T 423a!25 i. 44 S2. 2 114282224.aza 4133.5 -5.1
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TABLE 5 (Continued)

MI. EYDCTS EXCI77 THM3E WICH1 LOCAL EVEN75 EXCEPT 7)OSE WICH 1 i
Y1I..AIE THE If1TIM PSSUMP71C4 VIOLqTE THE INdITIAL. RSSUMPT.?45

OF ThE FSWM DETECTOR OF THE RANX2M8 OETEC7GR

EVENT NAME RAN GE ORCR £EENT NAMEc PMG ERO

34288734.012 544.93 -6.~3 L428S2104AF39 5376.5 9.9
S42891719.025 4805. 5 7.4 742S 121 Q. a15 5518.5 0.a

$42362028.014 4264.5 9.8
gdMer- OF EVEKTS 108 T42M7.016 3655.2 0.8

m~JN= 9.2 LQVZ1763.218 5272.a 9.0 2
HEN= 3.5 542M775.918 6174.9 9.9

YP1NE . 42971752.052 5su5.8 a 8.
)142r/151.00 2483.5 0.8

1429719S1.000 3419.S 0.8
Mzu4os2s5. 9038 4234.0 9.1
L42962037.206 3712.5 0.1
M 429121 Q.9040 5149.9 0.1
L42302254.044 504.0 -0.2
1421332304.216 5742.0 9.2
T42254.944 5904.2 0.2
14423717S'3.230 5933.5 9.2
L42312142.2iS 572. 9,4
M442562038.221 4733.5 8.4
L4237122-27 45813.2 1.2
14428323a4.228 4133.5 -5.1
542a92124.212 5436.8 -6.3

NUJMER OF EVEN75 21
9EI44- .1S

M EPt4 = 9.7
VARIANCE 11.5
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TABLE 5 (Continued)
p

REGIO A. E"VO4TS E3(C T D"5E W3-1 REGIONAL EVENTS EXCEPT THM3E W,1' i

VI.OLTE THE INITIAL RSSUMPTIONS VIOLfE DIE N1TIL R 7ICN.5

OF THE R2"- E7ET Of DET ECK27TO DFIRCTOR

EVET NAME RANGCE ERROR EVENT NAME RANE ERROR

34U81418.037 53S7.3 a.: 7428921.098 5643.9 5.6

L42892313.0
3  4862.5 .$ 742hS2313.998 5583.5 5.6

M42N98137.019 4288.a $.a L42882247.913 4145.8 -a.6

L16121.916 4485. 5 2.9 K428185.-z 3.8.5 8.

74232182.037 3282. 9.0 1429022.82 4852.a 0.7

L4392582 5858.8 9.9 a 4281532.92 S549.0 9.7

1.4281692.007 4522.0 3.0 4816.t 399 -.

42511682.88 13788.6 9.9 S42892327.818 4896.a -1.8

742si1692.323 5197.5 9.9 74292246.38 3742.0 9.9

L42311851- .3 4626.5 9.9 T422182.039 4648.S -1.2

M423118510.51 3742.0 9. Li.,U1719.050 4166.5 1.2

M41195t.9
98 4188.8 9.8 1742991814.046 4612.9 1.2

M423 ! 838,8 3858.5 S. a M42891719.85
7  3826.a 1.7

S42328sa.856 3823.5 9.8 L428.2327.816 4615.5 -1.8

M4233212. 8 6385.5 a .0 4289t186.a
4
a 3348.5 2.7

34232.383.135 5628.5 9.9 1.429229. 927 2868.8 3.9

742332303.a18 5323.8 9.& $4289171
. 92S 4805.5 7.4

L42321,U3.01 5$. 9.1

N42.21S33,023 5871.8 1.1 WUJIED OF EVENTS 71

4221533. F26 5261.5 9.1 HMEIH 
=  5.2

54298136. 31 358l.a 9.1 9E4 9. S

L42321853.031 3 8.2 1 0P4CE 4.5

L42891418.037 482a.5 -. 1

T423:!839.928 427S.9 1.1

42212.88 549S.5 -a..

342892313.016 5454.0 9.1

m4289232,8.007 311.5 3.1

74232123.896 5797.0 5.1

T42M81418.034 5343.5 -4.1

742.912213.O57 4114.5 9.1 
p

M42891414.53 S475.s 9.2

L42832303.018 584.a 8.2

042, 31. 083 5888. s 8.2

S42321434.938 394.8 -4.2

542211693.808 4298.5 5.2

7428183. 8 3889.9 3.3

T42911851.007 5959.5 9.3

n4238182m.847 4779.0 3.3 
p

74231158.256 4682.5 3.3

7428 .27.012 5168.9 0.3

M4221439.01
4  4350.a 9.3

T42N29.r8' 3713.8 9.3

742321429.018 3944.1 -. 3

3429118V802.6 4369.8 3.3

T42 11887.932 4578.5 -8.3

742 60136.21 4554.5 9.3

L.429218 D2. 9 4112.5 1.3

542381821. 25 4187.5 -9.4

T4282153.036 5751.5 -4.4

L42512213.857 4443.5 -9.4

Zt tr18V, 8929 457.5 0.4

m4a.W1887.829 4144.5 9.4
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TABLE 5 (Conti.nued)

SVENTS EXCEPT TIMSE WUi'
VIMATE THE :NTI.. ASSUMPTIONS

OF THE RANK276 OETECTOR

EvENT NWE AGE MOR 
2

$429S6685.646 M71.5 .

5425119.99 5751.5 9.0

L42Z2528. go 5184A. 2

T42322628. 88 -.

I"429UO19.8. 85 S79.S .

T429SI908-OV~ 5539.5 0.1

5 429T7o IS. a39 559.5 8.1

T42988819-05
1  5364.5 -. 1

542S86021.023 456S.5 0.2

If42Jsa988.so 5725.0 6.2Z

L4290001
9.lSI 4ab82.6 -.4.2

L429S1SO8.057 5912.5 9.3
"4297081S.043 6135.S -0.9
L42970815.0

46  6691.0 -1. 1

NUJMEROFEVENTS~ I1G

MEAN4 = 6.4
YARU'NCE 22-9
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APPENDIXES AND EVENTS
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APPENDIX A

FAST WALSH TRANSFORM DETECTOR
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- 'LX.."1 vAA? M W LI W7 rw . VY 16-- 7.

The Walsh functions are an ordered set of rectangular

waveforms whose amplitudes take the values +1 or -1. They

are arranged in order of increasing number of zero-

crossings per time Interval, so called sequency order.

Sequency is defined as one half the number of zero-

crossings per interval. The sequency of Walsh transforms

is analogous to the frequency of sines and cosines used in

Fourier analysis.

Any time series can be expressed as the weighted sum

of a series of Walsh functions. The Walsh transform

provides the coefficients for the summation in the same

way as done by a Fourier transform. The advantage of the

fast Walsh transform is that it can be computed much

faster than the Fourier transform because It involves only

integer addition and shifting. The macro subroutine for

the fast Walsh transform used in the real time event

detector is listed in appendix C.

One complication of the fast Walsh transform is that

it does not produce a spectrum In sequency order.

Instead, it produces a Paley ordered spectrum (sometimes

called natural order) in which the subscripts have been

bit-reversed. The seismic event detection program uses

lookup table A.1 to convert a sequency subscript from the

passband into a bit-reversed Paley subscript in the

transformed spectrum. (GSETT Report, Paul Golden, 1985)

106
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TABLE A.1 Sequency Subscript to Bit-Reversed
Paley Subscript Conversion

1EAC R M 3 CIT 1 T- 1U5 1RYODM ICI

2 64 2 33

3 32 3 49

4 33 4 17

5 16 5 25

6 4, 6 57
.7 1,7 7 41

a 48 a a
9 89 13

I: 57 1 45

11 25 21 61
12 48 12 2313 8 13 21
14 SG 14 53 --
is 24 153
16 41 16 5

17 4 17 7

18 61 16 33

19 29 19 55

2 36 20 23

21 13 21 31 .1

22 52 22 63

24 45 24 is

25 5 25 11

26 68 26 43

27 28 27 59

28 37 28 27

29 12 23 is

38 53 38 51

3121 32 35
32 44 32 3

33 2 33 4

34 63 34 36

35 31 35 52

36 34 36 20
37 15 37 28

38 68

33 18 39 44
48 47 48 12

41 7 41 16

42 58 42 48

43 26 43 64

44 39 44 32

45 is 45 24

46 53 46 56

47 23 47 48 S
48 42 48 8

49 3 49 6

58 62 58 38

51 39 51 54

52 35 52 22

53 14 53 38
54 51 54 62""'

55 19 55 46 5
56 46 56 .14

57 6 57 is

58 59 58 42

59 27 59 58

60 38 68 2661 It 61 18
62 54 62 so

63 22 63 34 5
64 43 64 2
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The time series data in the detection window is

transformed using the fast Walsh transform. The absolute

values of the weighted coefficients are summed across the

pass band. The sum 1s then normalized by shifting to the

value it would have had if the weights had all been 1.

This normalized sum is the magnitude which is compared to

the threshold for the channel. A magnitude below the

threshold triggers the detection.

When detection occurs the signal is written to an

event file. This event file is later graphically

displayed to enable a seismic analyst to discriminate

between an "event" signal and "glitches" or "noise" and to

pick the event parameters. (Goforth and Herrin, 1981)

N

.0

b54
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%'~ W'J~~r~~w~dyrK rrctL r OFr S=Q ..N

FVL-PEI',RACOM~rTE A~~l SE'.R.ALEVIATE

t.PF-CPOE DENSITYtE MIPTIB7O SPCTM. STIMGAES

PaIKErOR -OOfUTE AR BUE-SR COEFFICINS

-AKE -XPUTES JTESRWa.AiNS FRQAEIE SRIEOSERATON

DETE7,OR - DETECTOR USE TON TES O1FtIE R t TEST

IGNj46 - IN "TESE FAST aStI TEST4SFOR N MRACR O R6 PIT NIOW4
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Thi RRir 'PO6A ~ ect.a ogcata as

r'- deio by K.S. prissli in spatral aivsis and Tibo Sort-,

C- tPoorback). p. at1, IS81.

c I F R E M O C Y M A X I M U M

REFL Vo wc~ I WITC D OF 1 -t . E' I RA AT

REF. TWDPIl8.2M8 SV8
5 I' I~ Ie FpOINTS IN A-SPETRA

NTX F mftu..f OFf}

colipm ' ESIMT ciuFM88 EAC FWJEJL

3342 J
F CVMFEQEC IOEMI-

SDAT IFptWl/F

Do K.P fG1(F~ NP T IJD K IIX th FRSPWC
FPCTR F4CUqT(Kt)/SAT

DOW

END II
CONSTz SUSMN~r(SUM

PFK)zI.IILMN7 tA -YRANEOFNOS11TPF () = F 1K 02.809 PEI



wkd.

"RmOUINE RZKEIXNMAC.L,0EF]

C- Kodifled froo Grayi-odcward RMA oeaotral oneliyala
C- package for' th. IDM PC by Kathlee.n A. Rldori 1-38-416.
C- Thl. .awaa'otirn acap tI...tUe Yule-Wdalker oa.fficient.
C- s d..a-i6.d by, Kayj ad NMaplo, 11382).
C

REAL X111 ISEEIES
REAL FPE(38I IWORX ARRAT FOR FINAL PREDICTION ERROR !PEI
REAL Will1 IRUTOCRRE.RTION~-
REAL A(30.381 IWORK ARRA~Y
REFIL MLF () lYLE-iiALKE MLE::!D475
INTEXER W ILENG7t OF X SEIE5
INTEDR M MIMUM4t ORDER OF FPE
INTEGER ?tL )ORM~ SEECE BY FFE

00 51 1=1'N

X SM f X11)mXI
52 CONTINUE

PV zXSQ/N

AlEi1) (r182 (A.(.) aN2/N2

00 2 1=1.mt
SN 9.9
50 0.

Do 3 rJ11I
SN =SN #- Al1nACP!I#2-Ji
30 z SO o RIJnaACF(J-11

A11#1,1#11 % (ACFtl*21 - SNI/tI.I-SO)

I IN-1-21m(N-1tLI I

A(I+tJl - RCI.' -AIl I4Jl

2 M47MME
JFlICOEF.EQ. 9) Go TO is

16 CI 7IIRJ0

J-2
7 1FlFPEMI .LE. FPE(J) GO TO S

Sj J # I

8I F(J .07. M? GO TO 6

GO TO 7

45 CEFI)ZAIMLI11

END
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41s.

SUBROUTINECOVIXL..XDG4..N)

C- The i. m.rou*.Iom calculat.. N awocorrolations, the
C- eamole ma, amd thei va-lamo. oqual to thJe zw-c log auto-

C- valan.. fo1h985. ti*eres ~),llL
C- Talcom from Uh. Gro-Woodward RM spectal .. timatior,

C- Xz:ERIES -INPUT
C- L=LEGNh OF SERIES - flFUT
C- XDl-ftJ - OUTPUT
C- GVYRAC - OUTPUT
C- 21~RY_~!5-OTUT
C- N=NJM!:-r OF Xr=ORCA IOS O ±kRTE -INPUT
C- NOTE zO(I I =JTCCRRV..TONS AT LAG 1-1
c

C- MPUTE THE SF3PI MEAN4 FOR VDI3 = 111.L
C

00 25 1=t.L
25 XB=XB-X(3

XBl--B/FU'AT L)
C
C- COUTE 11E AUOCOVAIANIMCS AT LAGS 81tN-1)

c

O 33 lz,.I

004Q1 - ~1NK

38 COI M1ES
C
C- SAI4PD.E VAR1*4E MAU-. T1iE ATOCOARIANCE AT LAG 0.
c N

C- NORMALIZE THE AUTC Y" RIRNCES TO OBTAIN TrE AUOCORRE.TICIN
c

R"-V

113.



LJ

TRCSEOLD4,pATTEN IST. SNRANKZ)

C- S~ARIT3E To PrFORN Two SAMPt SIGN TEST

C- M~CyGRpywDLL & DOES

REA TEST

VIX4 TCjI (TRACE CONTAININO SIGNA

REAL~ SEGLENi1Z INWLE LENGTH1 OF PATTMh4

RL sN I?~x sIOGWL TO NOISE RAIOC FOR TRCE

INTEXR INC I INCREPENT wi)CON movEs OoN TRACE

Ig Sg kUSTPt OFSMLIN OSEPRTO 
TS

INTEGER K IRCZE-?T OR REJECI MRTV"I

REAL T1389.31 IWORK ARVA FOR ORDERING SAMPLES

REAL~ RM4KI1 ISUMATION OF RRNKS OF SIGNAPL

Lw LZ A CtEPT/. FFt.5./

CC- COMPU.TE RAW~ SUM TEST OVER TRA~CE

SNzKA
EN~~ z

00I:~

SLEN ~ ES 1-0-

PV'E~tII 1.9
SEGLE4111 1.3

Til , 1) z Fs5ITRC~111

ENMAx MA I(!.i1,(j1

ENA EWiAXAI.OS

ZR c IR I

jj= j Ii

IF (ACCEPT) Tlr0

00 LI I #(INC1I
PATTERN IL) 2 1.69 REJECT HO

SEM~EN1U 1.

EN 00

SM = S/RN(l) (MAX SIGNAL. RAW /NOISE R"4

RETUJRN
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-4

I TITLE IFWK64

LDGTHl 64 INTE= FAST W~t,51 T?.PNSPORM-V-

IMPJlOT FOTANVR No 1% FlE64.F'

J,~ ~ ~ MESADVARtpa.E NAE IN4 COMETS ARE

* RON THE F RTRAN VERSON.

Sy CWGK OEURiNG ON 22410V o

Ka Nif ied 12-SV4~ t, hwglIne overflo

INTE=02 Xt641

PR=UCE5 TRANSFORM IN- M RET -T IN

____6 #64 Z-

L=512/2

~PSET Iw6

R1 LP2 L AS W=IDEX

R2 R

R3 POINT TO X(P

M O Y L O R W2

20 z VZ . 2ge.2R ,a - - IF I

AD.3R7, 1 . ,31 + no overflow, O

OYW %.X88e,-2R3)

BLSS 463 'loig negat I to

ORB ~ ~ ~ ~ ~ ~ *. SO X7F,-l4 '0 ert poaltive

OLEO 33S .IF K. I. L

ADDL2 RI.R4

INL Rs.R

BLED WStJL

Mit. .- ,R.RI L.

SOBGTR 089
Rr
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C- Tho now-sot .onqt bor deciteion rul irst comp. aes t~he
C- feature wootwa feach s ernt of on array of' observations.
C- Eachi segment Is Logged with aor I t i ndicate. it. o(rlntl
C- toe eitherthe proylaue or- "eit eet i..vct'~.Ii. Then
C- the eogoont. uhicht have cn affinity te acht other- are combitned
C- anid ithir- feoaesir a veraged. This vantna until ~*itheUi
C- nu.mber of 09e at bocame I se t~han a *quoI to e a I n I Dun
C- number- or soequen" deired.
c
C- Cod. wr.itten~ by Kathleen A. Aldn, Mrchi 14dW4.

C SEGIIJ-n NU YErTOR FtR ITH SEI-a .A.8
C SEGII1 MPJD
C SEG (1, ) ESTIMPTEf PERIOD
C SEC .1 = NUMBE8R OF OBSERVATION4SINIl EeD
C SEGII,41 z REOUJ-t OIFFMNCE SETWE~s
C 11ADI SEGME~NT AMILfl'VES
C
C SEG(It.51 PAWLJTE DIFFERENCE BErflI
C 1-1 AND I SECWqT PEZI0.0
C
C S!.SII.61 = PBSOLUTE OFEfCE 6Etl.cr
C 1.1 AND I SEGENT APLITUDIES
C
C S 2,1,7 PaOU~TE DIFFUL'iCE sBEv-4
C 1.1 RNQ I SESIENT PVI=0
C SEG1,81 = 9 INOICATES AFINITY WITH NEXT SEDIEM
C I INDICATES AFFINIT WITh PM(IQUS SEGMIENT
C NSEGK:-k7S4ENTS = NUMEI OFSEGME44TS IN TRACE
C NIIIW = %isimUi NUMBiER OF SECI4ENTS IN TRACE
C

RM SEGIMR3.D4.81
INTEE NSEMES ITTL NU.MBER OF SEGMIDITS
IN~TEE WKIN IIIItM NUMBER OF SEGMENIS

C
C- DETERINE AFNITY OF EACHi SEGMENT
c

00 W4LMENTS.T.N~i)
SEG(II.6 = 8. IIST 5AMPL- AFINITY WNEXT SE~0T
SEGI?4SEG1DN7S.81 = 1.9 ILAST SAMPLE AFINITY W/PRVIQUS
00 t-2.kMEMTS-I

SESLI,51 2 MII-,-SG A IREV PERJ DIF

I(SEZtI,SIIG.SEI,711 'E
2E1.0 3.3 IPERICO & AW = FIIIWI4ET SEG;

ELSE
I Sr11ESEEG*I8I I99l ''1C THENYi&N'X t~1

SEG(W8) 2 1.0 IPERIC & AMLIUDE~ AFlNMT N/PEV SEG

SG11.8i z 1.0 IMPU0= AFVNITI W/PREV SEG
00D IF

VCf IF

C

K V9 IINZTZR. NMBER OF NEIA COMBINED SEGMhIfS %
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-- --3NTIWCV~~i 

W fY

I it2ME4I

IF lS lI8 ,Tj.I HE Tr lM IN E F! MJES FORt N& EG

F SEC.K.Ii CSW(1-I

X* IWIP 4ITh

't 'j = 1.G 2) 

"-I.21/ 

- PEI

~JflXF

SI K,~t8TS 21 Sei

SEGK,) = BEG t1l 2)1LEa

NSEGJTS3 = K tI

END IF

WEN

IF (~otii~a)I.T..151rrC

SEG~g3) SE1117

- - -W 
I F~



MGRAM PW

C

C- his~ogiame for the baco~umid notes, first IBM point&,
C- and the alipal + note*. *sound 1000 point&., of the sis~imic
C- event trac.
c

PPRIMETT MLTACEXTLEW WBE OIRIE

OWFCTERmI (MTRC--PE
OPCAMTER~e TOUFI--26

PRAMETE C. INTElJR SINEV=FO 1O.EN.0URTO

0RXi.. T (IFLNPWIVH~XNRC1 TAE O ESI Yt

REAL CLASIA.N CINTERV ALXN C FORPROB.LIT DENS PCT 01TN 1R.40

REF. SWPL-IXRTE/8. / IS.MPES PER SECOND
REA~L SC LETRCIMRXTRC/1.0,1.0.I0./ ISC.L TRACES FOR PLOTTING
REAL. FSV~LUE/8.2/ IFIRST SWIPLE VALUE IN SECONDS
REUi. XINPLflT/24./ IX LENGTH OF PUOT IN INCHE-'
REi.L Y I -OT U. / 1Y LENGTH OF PLOT IN INCHES
REALA 4I N
REAL .P4x
REAL GMIN/1B8./

REAL FMIN/0.0/ IFREQuENC'r MINIMUM
REPL FMX/.0/ IFREr'UENCY MAXIMUM
REAL AHT/12.211/ (SIZE OF CHARACTERS fN INO-S
REAL. XIN IX-AXIS LENGTH
REAL. YIN IY-AXIS LENGTH
REAL. EYTX(IN/24./ lEVENT X AXIS IN INCHES
REAL. E'YTIN/12./ IEVENT Y AXIS IN INCHE.S
REAL. PRCOXIN/S./ IPROSWILJTY DENS X RIXIS IN INCH!ES
REAL. PROBYINn ./ IPROWILITY DENS Y AXIS IN INCHES
REAL. EVThAX/-hS3.0/ (EVENT MRXI"U PUfTTU
REAL.. EM IN/10.0/ IEVENT MINIMUJM PLUTTED
REAL. FREgMN?/.0/ [RELATIVE FREQ.JENCI MINIMUM PLUTTED
REAL. FREDMRX/I .8/ IREA.TIVE FREMJENCY MXIMUM PLOTTD
REAL. IXOFF/I.0/
REAL. IYOFF/1.0/
REAL. FAC/1.0/ IFRCTDR TO SCALE PLUT
REAL. XCRIGIN/0.9/ IINITIAL PLOT ORIGIN
REAL. YORI'GIN/0.0/ (INITIPS. PLOT CR143lN
REAL. AACTO/0.0/ IY-AXIS TRACE OVERiPS1P? IF.LE.8.
IN71E ITIME(SI IARRAY TO COMPUT E CMRRECi TIME FOR IST SASIPE
INTEE NPFS'S/002/ II4JMBER OF SPMPILLS IN PROW~ILITY OISTR.

INTEGER NS~ft.S/'2498/ (INJHBER OF SAWtLES IN ERO?- TRACE
INTEE NCU'SSINT/128/ II&JMBE OF CLASS INTEVAS
INTEGER NPL0TS/1/ IINITIPSIZ THE NU.MBER OF PLOTS PLOTTED TO I
INTEE MTTSWCPY9MNTC11I.1.1.11 (FIRST SPSWP.E TO BE PLOTTED
INTEGER XLBEI.t2gI ILRBEL FOR X-qXIS
INTEE TLMLV(201 ILBI FOR YAK1IS
INTEGER PLME...!201 ILMB.. FOR PLOT
INTEGER NCHARSX/0/
INTEE NCPMSY/O/
INTEE N01ARSP/0/
INTEE MTRCES/4/ INMBER OF TRACES
integeqr ibur lbuffr size for- standard caoiomo

Itwno Inrmhbo **.a2,drd coOoomo
IntoWe lq.j Ilogical unlit nummor for PLOTSIN nomel.t
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COWNTINUED

Intege 11/20/i Ilogleal uit number tor platting devIce input
lntage 1.121/ Ilogloal unit numbr tor platting devia* output
Intege ie/lhIreeclutian at platter Inc/Inch

intege Ic/Il tplotter widthl In Inch..
Intege I t/Il Ichart tyjpe I = 1/2 from plot edge

a I I=ulfromplt edge
intege 1r12/ l2tmultlpen platter vlth V aoffset
Intege Iz/9/ l8=run In Immediate made
1ICEGE NO.PLN/992/ 1999 FOR PLZTE, -3 FOR CRrlMP
INTfEReZ BUFERIISUFS ) IELM~4TS-S OF FIRST REZRZ CZN7hIN

C IIYR,1flOIY.UtRMINISECIXSEO2DRY OF FIRST
C lSAtiP'S OF MST~i TRACE

INTEE IYR(IMX)NTRZ.!
INTGE IMO(?PXNTCI
INTEE IOAYIlXRCI.
INTEE IMflIRXHMC2
INTEE IMIN(KqXNTRCI a
INTEGER ISEC(MAXNTRCI
INTEGER INSEt MrXTRC
INTEGER .~qY(MRXNTRC2
INTEGER ODEC/2/ I4UMBER OF DECIMAL. rtSCtS
BYTE BLLCZsIBUFSIZI IBLJFFER EQUIVALZ4lT IN BYTES
EGUIVa.LNICE IBuvFER(1I.BLXUI)I
£nI'JON /CoAS:Z/W, IOECS(RFCTOR .
NA.IISTML ST I NMeEX INPLQT. YI NPt.QT .NeALS, NTRCES.

* STRTSAPV.FSVLESSAPLW1E. 11. Ia. Ia,
I* It L. rs Iz,lEiFEN.EVTnXIN.EYTIN.PROSXIN,

* PROSY IN,FREz.MAX.FREQnIN.EVTlpX.EqThINFlC
+' SAES fl, NCLSS INT IEC POFSIIPS, RtT.
+ SCRLETRC.RFACTOR

C
C- READ IN NW%-flIST

IRITE(5,al "tYPE IN FILDA4E COMTINIHO POF H0C..IST'
REM (5,.304) FuLK I I
OPEN (UwIT=22, N tE1EC 1. TYPE'OLDn)
ISTRT =
FRI 22,AfLstIUST IN, I OSTRT I SThT I

CO4ILECISThT.E0.81)

C_ PTA3 IN mRKctz

CMIX M INA8

FMIN 198I.8
FMRX x-INA,
I0EV %78
DO 1=1.NTRAES

OPEN I UNIT = IEY.
+*v =~I FLNftE( I),
+ BILOCXSIfl = ZeIBUFSIZ,

+ RECL. ISUFSZL'2.
F ORM = 1?NFORIPTTED'.
A CCESS = 'DIRECT',

+ TYPE ='OLO')

ISTRT 9 N
IOIU I
REMIEV1!BlS.IO5TAT ISTRTI HS
IF IISTRT.EO.21 THEN

IYRI!) = BUFFERMS
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-CONTINUJEDl

PROGRAMi FOF

IMO (I I BUFFERIUo

uDYi UFFER(IlI

ISECCI) a BUFFIOM1)

II1SFC(I) = UFTER(1S)
V14'(fl = BUFFR(161

IBLK IBLJ + I

RE.~V3VIBL,OTRT IST~r'T OLK

00 Lzi.WUFSIZ

K:~ =x +

TRAMECK.13 =BUFFER(L~SCR-ETXCI)
IF tKX.LE-WOFSMPS2C THEN

GMIN z ASfTC!K.Ifl

ED IF

END IF
ENO OC
J J j IBUFSIZ
IBLX IBLP *' I

REf(I0EV'IL.ISTAT =ISTRTI BLK

END 0O IWas1LEISTAT.E.8.PNDJ.K.LT.MXLENI

CLOS (VTIDGTEY IN T

C-DE IN LIMITI

GMX=EVT)40X
ED~ IF
IF tsAESFL-) 'fl-N

EV'T1IN G4IN
DO IF

c
C- IWII..HZ PRBBLTY ODSITY CUMPS INTUVPLS TO ZER

00 I=I,NCLASSINT

00 J~lNTxpCE.s

PONISE(IJ) .

C- CLATE aLPSS INTERVAL USING GREATEST MINIMUM AND

C- GREATEST MRXIMJ1I VELOCrfY AKPITUOES

C- FOR THE FOUR EVENT TRAICES F"LOiTEO

CL.ASSINT (MX- GINI/FLORI{NCLASSIN1
MCVLLF. OMIN - OLASSINT/2.
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pgocRA POF

DO J.71WRACL

Kzl

CAS= .FFUE.

IF ITRPCEtlI . T. IKLSINT.QIGMNITE

PW.:5E!K..n + ~1~Kf 1.8

DOIF

END 00N~S~~~

PONISEU..f'l = IR..RONORDLEC

VW;X = IAX1FMRX.POMOISEI.jl)

C- CR..C.LpTE PRBLITY OENSITY OZSTRIBUTION FUR SIDiNC15lB

C- NDP5+51 TO 2mWCF?'?S

DD IPCOFsws,1,DFSKS2
K2I

IF TCE flO.(a 5S Ti~H THEN

POI -- = POSIGN..tK.J) * 1.2 
i

CLASS

040 0M jWIlLj.mOT.C.PSS)

D DO

IF (FWEMPX.LT.FREQMIN) 'THEN N

FltE;-'N = FYI

00 IF

C
C- SET STA;TUS TO a AD HQ TRY TO MA N-ER'4L'
C

ISTAT 2

w- qo-wmLj.STIN. IOSTRT2ISTFTI

ED 00 lIUISTAT.EQ.9"
304 Fo1M~T (A 16)

END'
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1- Modified from ay~,-4ooard ARMA spectral analysis
C-package for the, IBM PC by, a.bramwwri 1-28-66

Thi mL.Ai4-ouAin. caputes th, Burg coefflolen.Mas
C- deaor-ihad byj Kay and Mrcie, (1982).

c ~ ~ RtaCd~12 ~~-
C aaes Mxre=0

OZSwH NIIav. 0 e~. P Iramipi.) of2 Input ..

ROG IS.I N ) L& eisIO

Real c 5 (MQ-A-&rG- ro 

C
su?"V:. 91Iaos 2aaps mxt)P ems

End If

C

C- ZNITA.I MR E:#4TD

C

0000D
Is I1~ ( x (.fl I I aa2

End DO

00 .I,1END

Emd Do

IM4ON-2

X0 -1.IEND II1-
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SU8ROIJTMH pajL8UGX,.OEF. :Pi

End do
TW=O

End do
R

CC K=1,ZEN

Ena Do
S (14- 1 =TMP

Eno do

End Do

c J O CFPcVJt..TVt Tif A'5a

DO K11!,IP
RIIKI,21=1

End do
DO IORflER-.IF

00 KI=I.AORDEF -

End doliDlEI

DO K1=IDIE

IT1=4i.I-

AT (t.(,21 IRT-Cti4111 m.SEC=NO

End do .

End do

RE7,hRN
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3.UWSjTIC RfltRQ (NDAT .R~aFR . R)

If ~~~ ~~C- This subroutinel oaoutnU ai i f"~~

C- of occurren, for sac" data caint in an arroj of N

CC- data values.

REAL DATAIN IC0NTRIINS DATA

REi. FRE2LN) ICOTRINS FREQLEI4C'
REAL RAWWX

C- !NITPL-- GIVE R..L N DATA POINTS A RAWK OF L82

C- *C A FRE=VCT OF 1.8

C

FRE.-(1) = 0.3 IlNll-LZE rREZZLENCY

C- CMLP1LAE R"g OF DATA VALUIE

C- AI

C- CACULATE FREZLENVIy OF DATA YA-LtA

c

DO J--,N
IF (DT~.TDT(lTS-4

MCI RRKI)11. ICRESSE RPNC OF DATA;

ENO IF
IF lOPTACI').E2.YATA(.fll T1N 11cESEFEW YOFDT

FREQ:I) = FREQMI - 1.8 IC-S0RELC FDT

LNE : F

C- PID.JST VANX OF DATA ACCMCING TO FREGM0C' 
a

c

a Roth) + fFRUflf)-1.9)12.3

RANKMAX PAX 
Pp:)RAKW

C- RETURN tMoS RCFREn4EH S

RETURN 
i
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C 
-

REF.. YDATA(N
INTEGER N IM>lB OF SAMiPLES IN MS1~T

IDU r I CET RRECTCIT I

RMZ12m,3 = WR RAfFR REIGSWE

C

00 1=',,N uN

TY = . r(~c:2 0EE~VJJ 
F

C

C2 ~ =~L~ TLDA (NoW~hSI

C IV IFLA NIC,2 ET -,MY rOF y

DI

lyp~l;N-,EOF T
vAR C~C'./12

ELSE

AC-, ME.JACCPT HE 4LL HPOT ES.
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SUBROUTINE RPIt298 NSPW- SAMTRCTRCNMEP4. INC.TE5T.S~1.EN.
*PATTERN. ISTREMXftNN4K.l"I

C- This svjbrowtine computes "h rwk, "~ Lost, am described
C- in th. InroauJO4ian to the Theory of' Statmitics Mood. ra-ayIll10
C- and Some. MoGia-1,-~i 3rd Edition. 1874. The aow-va'tiono, e.
C- xml ), i21.N. or* taken fro% UK% reprosentative backgroqznd noise
C- assumed to be present in tit. first 2.S moands of the event
C- Lraoo. The second group of aoaw-vatlioney.) =Ii1A. I*
C- Chosen from a winooo of H sawles moved inw-ementaihj alo"
C- the event tr~ove for each, OACt wIo of the roi sun Lest.

C- The raksum test statistic Is cowpted for eocat window
C- of obsor(iI. iA, j .NI. ond the r..are"entoiv. roise
C- ob~mrvcitioee xtii. IzIH. Detect.ion oc.aw-s wrven the ranix
C- sum of "h y(iI rw- -m oxc..*. the threencid for proocl
C- n~ote*. Tlh. o.itooai first arrival pick t thei, first
C- to oro6ing pre eirg th~e first modified slop. volue that
C- excoos, the maximum mocif led slop* valu, of the revi-eee,,ative
C- noi** oacim, x,. i1N occur-ring in the first doeecton
C- wfmdcg.

REAL TEST

REAL RMRX

REAL "$IVAp

REAL. 4EF14 EXPECTED VALUE OF RANK SUM TEST
REAL RANGE IViNP SUM RAN.4GE OF VALUES
1N7TER Hsprp .E5 INiJMBER OF OBSERVATIONS IN EVENT TRACE
INTECZR NRANK l&INUMO OF R 1214 U VALUES CDtTT7fL FOR TRACE
INTE;ER :NC I INCRE4EJT NINOOW MOVES DOWN~ TR; -E
INTEM.R IS1 IFIRST ARIA PICK INDEX
INTEE N INLA13ER OF SAPVLES REFERENCE BACKROUND NOISE WINOCH
REAL Tt3a2.3I IWORK ARRAY TO RP*K NOISE & SIGNAL WINDOWS
REAL. RW 'I ISWT:ON TY OF R9"~S OF SIGNAL

LOGICOA FOJN/.FUE./?
LOGICAL SECZN0/. FAsE. /
LOGCAL. FIRST/.TRUE./ Ph

C
C- COMPUTE Via: " TEST OVEIR TRACE p
C

N2= 2sN
XA = MEAN

R1MIN = MEAN
ENR 3.6 IENDT NO:SE ?VX1?Ij4 MODFIED SLOPE MAGNIIE

C :
C- STORE RE EC 8ACKOUN0 HO:SE IN WOR VECTOR
C- FIND EVENT NOISE MAIMUM
C

00 121.N
L = 1-1
PATTERNINSAMPLES-LI 1.

SEGLD4NSAPLt.S-LI 1.0
PATTER.NUil 1.

T111,1 PaStTRCIs2-11I
T(I41.11 = 651TRCla2lII

E X= MRX(T(,.II.DPiX)
ENHMAX = MXTI44.I,4J4XI

ED 00 %
EH? E3-94sl.Et llESHOL2 FOR FIRST ARIA PICKER

C
C- COi4PUTE RANKSU FOR A WINDOW Or LEN47 N COWAR~r
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- CONTIW. -

SUBROUTINE RANK2700 (NSAMPL 5.AMTRC,TRCN.MEA, INCTT, SEGLEN,

C-NITH TH REEEC AKRL OSE WINOOFLGH N

ZR = 0

C

DO I~t.(NSAMt.ES-N),INC
IR I R - I
DO L.

£3 j * (I-11

D4O DO I,.f.

TY TY + IJ+,2

RMAX = 4A(IT,RMXl IRAdN# "II MXIJM VALUE ~
RIIN =MIH(TYR?'INI iRANK SUM M[NI"P YALUE
RANKI IR1 I TY IRRNK SUM OF THE IRth WINOW

ENDDO I I

RANG = RmA~X - RM 1,1 ISIG4N.. AND NOISE R" SLIM INTUZVFL
C
C- NOW DETERMINE THREHOD 2708 . R?IN.GR.0.7Sm(RMRX-4tZN) + RMN
C

IF ((RMRX-RJIN1.LT7.3602.) TW-4 (LOW SINA TO NOISE RANK SUPIS
TEST = (RX-;tIN~va.7S -RIIN

ELSE
TEST =2700. 4. RMiIN

ENO IF
C
C- FIND SIGNAL
C

FIRST =.TRUE. ILOOK.ING FOR FIRST DETEC710H WINDOW
DO I4'4jw
K = 1-1laINC * I
IF (RPH1).GT.TESTl THEN IPROBABLE SIG... PPESDAT, IN WINDOW
DO L=KIKf1NC-1JI

PATTERNUL 2.9 IREJECT HE

DO WHILE (FIRST.ANO.IL.LT.fK.CN-I)))
IST =L
IF tA8SMTCtL)).rfT.ENRX) 7AN

M = L - I
XO WHILE IFIRS.WO.(M.;.) I

IST: = MM
IF (AMPTRClMMI.lfTRCIIMiI.LT.U.0) THEN

FIRST = F.iR.SE . FOUND ISTZRO OROSSING

MMl = MM1 - I ICON7ILJE LOOKING FOR ZERO CROSSING
ENOIF

ED~ DO) WHILE
LSE

EDO IF

ENF 00IST TWIE IOSERVATIONS IN WINDOW NOT .7T. NOISE

127
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SUBROUTNE R 2713 E.APTC.R.NM NINC.TESTSEa.fl,

M0 PHILE (F 157. N. M. G. 111 IFICK IST RO OV.SING
tST = MM IDFREE OF WINDOW
IF (PAPTRCMH.IWWTRCtM9).LT.I.0) THEN

FIRST a FLSE. IFMW* ISTZD CROSSING

Mm z MM - 1 ICONTNM LOOKING FOR ZEO CROSSING
ED~ IF

00 L2K. K(INC-1))
FMrrERNflj 1.0 lk^: e t me
SEXZi(L) 1.8

DIO IF

RF'AN

E.40

S

k"I
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SBROUTINE B LEc(N.XTR.YDRTR IZ, NRUNSEXVVARR)
C
C- This subroutine aloulatee the run tLt est t.lItic
C- for two orW9rs of dat. mill, 1t1.N and y(i). 1.N.
C- The thr.enold, zi, for the mm..ei of ru.ns below whioh we
C- Peject. the rullI hypothesie F(30 = Fl.l Io provlded as
C- Input to the sb.ouLine. It. I& c loulated outsiide Lh.
C- eubrou e ueing the nor-mal dst-tbution and epecified
C- alpha level. The algorithm is baeed on the description of
C- the run tol given In the Introduotion t4 the Theory of
C- Stot Itl Ion, Mood, Gra..btII and Bee. cGr-oa-H II, 3rd EdItIon, ",
C- 1974.

C

REAL YATATR IN)

REAL EXV I WE) VFE OF NUMBER OF RUNS
FML VAR IVARIACE OF N4JHER OF RUNS
INTEGER N INJlER OF SAWILES 1N RUN TEST
INTEGER IZ IRCCUPT OR RLE..CT CRITERIA
REPL Z(220,2) IOCR ARRAY FOR 0OIDERNG SA:PLES

C
C- COWU U RUN TEST OM TRACE
C

N:2 = 2mM

00 I=,.N
Z1I,I) : S RAT(1)!
Z11,21 - 1."
Z(I-N.,I =-S(YDATA=I,

ID O0
C
C- OMER COMBIN . X(I) RN YI1), DATA INTO RSCE'ifING ORCE
c

DO 1=',,N2-1
00 J-I.1.N2

IF (ZCJ,I).LT.Z(,1I)I THEN
TZ-(

4
. = Z(1l)

Z11,11 = Z(.,'.l)

ZIJ,1) = TEMP
TEM.0 = Z(1,21
Z(1,21 = Z.21I
Z(J.21 = TEMP

DC IF
D O00

C
C- CWNT THE NUMER OF "tfIS
C

ZSIGN z Z[1,2)
NRUNS =1

1o --2,N2 ",,

IF ((t5I;NnZ(I,2)LLT.0.Z) T-_4ZSIGN' = Z(h,21"

NRUNS = NRUNS + I
EM IF

C
C- COWUTE MPECTMf VALUE 40 VARIANCE OF THE NUJMBER OF RUNS
C- ASSUMING 7ThE ILL HYPOTHESIS IS TRUE
c

Cl = F OAT2mili
C2= FLOAT(N2)
DXV = C -/C2 * I.
VAR = (Cm.Cl-C2l )/(C2u2.1(C2-1.lI

ETURN

EM
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C
C- Th. eubrotine oeput,.. the Int.egrate.d elop* off
C- a *eIsla sia o for diorete segments of the slial
C- lith contlmaous slope direction.
C- Kathleen R. Alden, March 16. 1986.
C

hEAL Sil) IMODOFIED SLPE OF OBSERTION
REAL TRC(II ITRlC COTINING SEISMIC SIGNAL OBSERVATIONS
INTEG NSAfLES INIUMBER OF O8SRVATIONS IN TRACE

C
C- ASSUME SAP..E MERN OF TRACE INPUT IS ZRO
C P
C
C- COMPUTE SEISMI-C TRACE OOFIE- SLOPE N

c
3(11 =TRt2I - TUCWI ISLDPE OF 1ST SAPIPLE
DO I -2,N 1P.ES - 1

3111 = i(TRC.1)-TRC(I33,(TRCWI-TRC(I-I)fl/2. 11th SLOPE
C

IF (SI.eS1i-11.GT.11.0) THEN ISLOPE OIRECTION IS CONTINUJOUS
SIN= SI) + S(I-Il itNTER-TE SLOPE

EDIF

$ISFV-I T RCINSPLES)- - RC(NSAP~L.E- ISLOE LRT SAWF

I I.

ENON
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C- Thte s.brout.i, calculO
t
es Liesg toot statistic

C- for U amolute valu* at two aravo of data, 
x111, I a1,H ad

C- y(II, I=IN. The threeno d, k, whic hmt b9 le a t he

C- LookI4I sttsi orjc h ul yohss i)=F ,I
C- provided as Inplt to the suboutne. It Is calculated Outside

C- the subr outine u.sing th rral dist-r
ibu

t
-
i
o
n and a seciflied

C- alo level. T migarlLtha I d on the description of

C- te sgn ootgiven~ in the Introduton t~o ho Thoory, ofC- StmaLctlce, Mood. Gr-ybl I I ad So**, Mo, ra-4lI I., 3rd Edlition,

C- 1974.

REqL XOWT;INI

REL YrT IN I

INTtG K ITHIESOLD FOR TH TEST STATISTIC

INTEGER H INMSER OF StES IN SIGN TEST

REAL SN ISUTION OF THE POSITiVE SIGNS OF tINUI - XII1

RPL. MY iEX.ECMTE VALIUE OF SJMMATTDN OF SIGNS

REAL TEST IAB5OLUTE VAJJE OF ISN -EX•

C

C- COMPJ7E SIGN TEST OVEU TCE

SN=0.

IF IASS(XI;1 ).LT.P8SYCDATA(II11 Tfl

SN .0

D(D IF
DC 00

C

C- COIPJt SIRCTE VZ;IE OF SUMATION

C- PW THE TEST STATISTIC

C
V = RlT N) /2.

TEST ABS[SN - EXV)

RET.'RN
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TABLE C.1 (Continued)

x m-3 m-4 m-5 m-6 m-7 m-8 m-9 m-10 m-1!

6 .600
7 .400 .00
8 .200 .400 .S71
9 .100 .267 .429 .571

10 .133 .286 .429 .556

11 .067 .190 .321 .444 -556
12 .095 .214 .333 .444 .545

13 .048 .143 .250 .356 .455 .545
14 .071 .167 .267 .364 .45S .538
Is .036 .111 .200 .291 .379 .462
16 .056 .133 .218 .303 .385

17 .028 .089 .164 .242 .321
18 .044 .109 .182 .2S6
19 .022 .073 .136 .205
20 .036 .091 .154
21 .018 .061 .115

22 .030 .077
23 .015 .051
24 .026
25 .013

n.2

z m"12 m 13 m 14 m 15 m 16 n-17 m18 mi 9 m2 2o

15 .538
16 .462 -533
17 .396 .467 .533

18 .330 .400 .467 .529

19 .275 .343 .408 .471 .529
20 .220 .286 .350 .412 .471 .526
21 .176 .238 .300 .360 .418 .474 .526
22 .132 .190 .250 .309 .366 .421 .474 .524

23 .099 .152 .208 .265 .320 .374 .426 .476 .524
24 .066 .114 .167 .221 .275 .327 .379 .429 .476
25 .044 .086 .133 .184 .235 .287 .337 .386 .433

26 .022 .057 .100 .147 .196 .246 .295 .343 .390
27 .011 .038 .075 .118 .163 .211 .258 .305 .351
28 .019 .050 .088 .131 .175 .221 .267 .312

29 .010 .033 .066 .105 .146 .189 .233 .277
30 .017 .044 .078 .117 .158 .:on .242

31 .008 .029 .059 .094 .132 .171 .212

32 .015 .039 .070 .105 .143 .182
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TABLE C.1 (Continued) I

n=2

z ma12 ma13 m-14 m- 15 m=16 ma17 mul8 m=19 ma20

33 .007 .026 .053 .084 .119 .156
34 .013 .035 .063 .095 .130 ,
35 .007 .023 .0-47 .076 .108
36 .012 .032 .057 .087
37 .006 .021 .043 .069
38 .011 .029 .052
39 .005 .019 .039
40 .010 .026
41 .005 .017
42 .009
43 .00.4

,-3 S

x ma3 m 4 m.S m 6 m-7 m 8 m 9 m 10 mall

11 .50o
12 .350 .571
13 .200 .429
14 .I00 .314 .500 5
15 .050 .200 .393 .548
16 .114 .286 .452
17 .057 .196 .357 .500
i8 .029 .125 .274 .417 .539
19 .071 .190 .333 .461
20 .036 .131 .258 .388 .500
21 .018 .083 .192 .315 .432 .531
22 .048 .133 .248 .364 .469
23 .024 .092 .188 .300 .406 .500
24 .012 .058 .139 .241 .346 .442 ,

25 .033 .097 .186 .287 .385 %
26 .017 .067 .141 .234 .330
27 .008 .042 .105 .185 .277
28 .024 .073 .143 .223
29 .012 .050 .103 .184
30 .006 .032 .080 .146
31 .018 .056 .113
32 .009 .038 .085
33 .005 .024 .063
34 .014 .044
35 .007 .030 0

36 .003 .019
37 .01
38 .005
39 .003
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TABLE C.1 (Continued)

x2 m-12 m-13 m-14 m.15 m 16 mm17 m*18 m-19 ,-20

25 .473

26 .420 .500
27 .367 .450 .524
28 .316 .400 .476"H
29 .268 .352 .429 .500
30 .224 .305 .384 .456 .521

31 .182 .261 .338 .412 .479
32 .147 .220 .296 .369 .438 .500
33 .116 .182 .254 .327 .396 .461 .519
34 .090 .148 .216 .287 .356 .421 .481
35 .068 .120 .181 .249 .317 .382 .444 .500
36 051 .095 .150 .213 .280 .345 .407 .464 .517
37 .035 .073 .122 .180 .244 .308 .370 .429 .483 S
38 .024 .055 .099 .151 .211 .273 .335 .394 .449
39 .015 .041 .078 .125 .180 .239 .300 .359 415
40 .009 .029 .060 .102 .152 .208 .267 .325 .382
41 .004 .020 .046 .082 .127 .179 .235 .293 .349
42 .002 .012 .034 .065 .105 .153 .206 .262 .317
43 .007 .024 .050 .086 .129 .178 .232 .286
44 .004 .016 .038 .069 .A08 .153 .204 .257
45 .002 .010 .028 .055 .089 .131 .178 .229
46 .006 .020 .042 .073 .111 .154 .202
47 .003 .013 .032 .059 .092 .132 .177
48 .001 .009 .024 .046 .077 .11 .155
49 .005 .017 .036 .062 .095 .134
51 .002 .011 .027 .050 .080 .115
51 .001 .007 .020 .040 .066 .098
52 .004 .014 .031 .05' .0835353 .002 .010 .023 .044 .069 C.
54 .001 .006 .017 .034 .058
5 .004 .012 .027 .047
56 .002 .008 .020 .038
57 .001 .005 .05 ,.030
58 .003 .Ol0 .023
59 .002 .007 .018
60 .001 .005 .013
61 .003 .009
62 .001 .006
63 .01 .004
64 .002

65 .001
66 .001

1
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TABLE C.1 (Continued)

x m -4 ma5 m-6 m-7 m-8 m=9 m-l0 m-11

18 .557

19 .443

20 .343 .548

21 .243 .452

22 .171 .36S .54323 .100 .278 .457

24 .057 .206 .381 .536

25 .029 .143 .305 .464
26 .014 .095 .238 .394 .533

27 .056 .176 .324 .467

28 .032 .129 .264 .4 (4 .530

29 .016 .086 .206 .341 .470

30 .008 .057 .158 .2S5 .413 .527

31 .033 .115 .230 .355 .473

32 .019 .082 .164 .302 .420 .525
33 .010 .053 .141 .2.2 .367 .475

34 .005 .036 .107 .207 .318 425

35 .021 .U77 .165 .270 .377

36 .012 .055 .130 .227 .33n

37 .006 .U36 .099 .187 .2S6

38 .003 .024 .074 .152 .245

39 .014 .053 .12U .206

40 .U08 .038 .094 .171

41 .OL .025 .071 .14u

42 .002 .017 .053 .113

43 .010 .038 .189

44 .006 .027 .069

45 .003 .018 .052

46 oo01 .012 .039

47 .007 .(12,s
48 .004 .(12U
49 .002 Aml 3 .'
50 .001 .109

51 .0))J

52 .1w)3

53 .)0 I

54 .1)) i
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TABLE C.1 (Continued)

34 2m-1 4m 1 1 7m-I 9 234 .524

35 .476
36 .431 .522

37 .39 .478 .91

38 .342 .435 .S21
39 .299 .392 .479

40 .260 .352 .439 .519
41 .223 .312 .399 .481

42 .190 .274 .360 .443. .518
43 .158 .239 .323 .405 .482
44 .131 .206 .2S7 .368 .446 .517
45 .106 .175 .253 .332 .410 .483
46 .085 .148 .221 .298 .375 .449 .516

47 .066 .123 .191 .265 .341 .415 .484
A8 .052 .101 .164 .235 .308 .381 .451 .516

49 .039 .082 .139 .205 .277 .349 .419 .484
50 .029 .065 .116 .179 .247 .318 .387 .453 .515 %

51 .021 .05 .096 .154 .219 .287 .356 .422 4X5

52 .0 5 .039 .079 .131 .192 .258 .326 .392 45S

53 .010 .030 .063 .110 .16R .231 .297 .363 1 at,

54 .007 .022 .051 U92 .145 .205 .269 .334 J3'7
55 .004 .016 .040 .076 .124 .181 .242 .3ob flb.,
56 .002 .011 .031 .062 .106 .158 .217 .279 .341
57 .001 .008 .023 .050 .0M9 .138 .193 .253 .314

58 .001 .005 .017 .040 .074 .119 .171 .228 2xx

59 .003 .012 .031 .061 .101 .150 .2035 .221:
60 .002 .009 .024 .050 .086 .131 .183 .23'q

61 .001 .06 .018 .0. .072 .113 .162 1231
62 .000 .004 .014 .032 .060 .098 .143 194

63 .002 .010 .025 .049 .0)83 .125 .174

64 .001 .007 .019 .040 .070 .3(9 .155
65 .001 .005 .015 .032 .059 .094 137

66 .000 .003 .011 .026 .049 .0 1 .1:11
67 .002 .008 .020 .040 .069 H1(15

68 .001 .006 .016 .033 .058 .1,

69 .001 .004 .012 .027 .049 1174

70 .000 .002 .009 .021 .041 .31b'

71 .003 .006 .037 .033 .7

12 .00.1 .005 .013 .027 . "

73 .0(0(0 .003 .010 .022 .114,

U 74 .0m0 .002 .007 .018 1114

75 ...001 .005 .014 .tl2

76 .001 .004 .031 .u3

77 .000 .002 .008 'IIls
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TABLE C.1 (Continued)

Rfu'

m |2 m 13 m,,14 mA1S m"16 mull mail m a19 m" 20

78 .000 .002 .006 .rs
"9 .001 .004 .011
80 .=01 .003 .On
81 .000 .002 .0(7
82 .000 .00, .05
83 .001 .004
84 .000 .w13
85 .000 .002
86 .000 .01
86 .001

89 
MuO

90 .0O0

U n=

. m-5 m-6 m-7 ,.8 -'9 a7I0

28 .500
29 .421
30 .345 .135
31 .274 .465
32 .210 .396
33 .15S .33t .500
34 .111 .268 .438
35 .075 .214 .378 .528
36 .048 .165 .319 .472
37 .028 .123 .265 .416
39 .016 .089 .216 .362 .500
39 .008 D63 .112 .311 .449
40 .004 .041 .134 .262 .399 .523
41 .026 .101 .218 .350 .477

42 .015 .074 .171 .30, .410
43 .009 .053 .142 .:59 .384
44 .DO4 .037 .111 .219 .339
45 .002 .024 .085 .182 .297
46 .015 .064 .149 .257
47 .009 .047 .120 .220,I
A8 .005 .033 .095 ,185
A9 .003 .023 .013 .155
50 .001 .015 .056 .121

51 W9 N1 t .A03
52 .005 .030 .-.fS
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a,

TABLE C.1 (Continued)

nu5

x m5 m'6 mul m8a m69 m-10

53 .003 .021 .06S
54 .002 .014 .050
55 .00, .009 .038
56 .006 .028
57 .003 .020
Si .002 .034
59 .001 .0o0 S
60 .000 .006
61 .004

62 .002
63 .001
64 .001
65 .000

n6

z m 6 m 7 m S m&9 mI0

39 .. 31
40 .469 P.
41 .409

42 .350 .527
43 .294 .473
44 .242 .418
45 .197 .365 .525
46 .155 .314 .475
47 .120 .267 .426
48 .090 .223 .377 523
49 .066 .183 .331 .477
50 .047 .147 .2S6 .432 '
51 .032 .117 .245 .388 .521
52 .021 .090 .207 .344 .479
53 .013 .069 .172 .303 .437
54 .008 .051 .141 .264 .396 5
55 .004 .037 .114 .228 .356
56 .002 .026 .091 .194 .318

5T .001 .017 .071 .164 .281
S .011 .054 .136 .246
59 .007 .041 .112 .214

60 .004 .030 .091 .184
61 .002 .021 .072 .157
62 .0O .015 .057 .132
63 .001 .010 .44 .1111

M

p.
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TABLE C.1 (Continued)

n=6

z m-6 m-7 rn-8 M9 m 10

64 .006 .033 .090
65 .004 .025 .074
66 .002 .018 .059
67 .001 .013 .047
68 .001 .009 .036
69 .000 .006 .028
70 .004 .021
71 .002 .016
72 .001 .011
73 .001 .008
74 .000 .005
75 .000 .004
76 .002
77 .001
78 .001
79 .000
80 .000
81 .0(10

nl 7

x m-7 ma8 m-9 ma O

53 .5UU
54 .451
55 .402
56 .355 .522
57 .310 .47
58 .267 .433
59 .228 .389
60 .191 .347 .500
61 .159 .306 .459
62 .13t) .268 .419

63 .104 .232 .379 .519
64 .082 .198 .340 .481
65 .064 .168 .303 .443

66 .049 .140 .268 .406
67 .036 .116 .235 .370
68 .027 .095 .204 .335
69 .019 .076 .176 .300

70 .013 .060 .SO .268
71 .009 .047 .126 .237
72 .006 .036 .105 .209
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TABLE C.1 (Continued)I - !
n 7 n

x m 7 m* m-a9 mn 1 0  x Mia 8  M-9 M.10

73 .003 .027 .087 .182 80 .117 .240 .381

74 .002 .020 .071 .157 81 .097 .212 .348

75 .001 .014 .057 .13S 82 .OSO .185 .317

76 .001 .010 .045 .115 83 .065 .161 .236

77 .000 .007 .036 .097 84 .052 .1)8 .27

78 .005 .027 .081 85 .041 .118 .230

79 .003 .021 .067 86 .032 .100 .204

80 .002 .016 .054 87 .025 .084 .180

81 .001 .011 .044 88 .019 .069 .158

82 .001 .008 .035 89 .014 .057 .137

83 .000 .006 .028 90 .010 .046 .118

84 .000 .004 .022 91 .007 .031 .102

a5 .003 .017 92 .005 .030 .086

86 .002 .012 93 .003 .023 .073

%7 .001 .009 94 .002 .018 .061

88 .001 .007 95 .001 .014 .051

89 .000 .005 96 .001 .010 .042

90 .000 .003 97 .001 .008 .034

91 .000 .002 98 .000 .006 .027

92 .002 99 .000 .004 .022

93 .001 1oo .000 .003 .017

94 .001 101 .02 .o 'p.

95 .000 102 .01 .oln

96 .000 103 .001 .0118 6

97 .000 104 .o0o .006

98 .000 lOS .000 .OC4

106 .000 .003

107 .000 .002

Sog 108 .000 .002
109 .001

z m'8 m-9 m. I0 110 .001

II1 .000

68 .520 112 .000

69 .480 113 .006

70 .439 114 .000

71 .399 115 .000

72 .360 .519 116 .000

73 .323 .481
74 .287 .444

75 .253 .407

76 .221 .371 .517

77 .191 .336 .483

78 .164 .303 .448

79 .139 .271 .414

141
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TABLE C.1 (Continued)

a 19 R 9 R"10

z m-9 m-lO a m-9 m-10 z m0

86 .500 122 .000 .004 121 .124
87 .466 123 .000 .003 122 .109

88 .432 124 .000 .002 123 .095

89 .398 125 .000 .001 124 .083
90 .365 .516 126 .000 .001 125 .072

91 .333 .484 127 .001 126 .062
92 .302 .452 128 .000 127 .053
93 .273 .421 129 .000 128 .045
94 .245 .390 130 .0L0 129 .038

95 .218 .360 131 .000 130 .032
96 .193 .330 132 .000 131 .026
97 .170 .302 133 .000 132 .022

98 .149 .274 134 .000 133 .018

99 .129 .248 135 .000 134 .014
300 .I11 .223 135 .012
101 .095 .200 136 .009
102 .081 .178 R 10 137 .007
103 .068 .158 138 .006
104 .057 .139 z n 10 139 .004
105 .047 .121 140 .003
106 .039 .106 105 .515 141 .003
107 .031 .091 106 .485 142 .002
108 ..025 .078 107 .456 143 .001
109 .020 .067 108 .427 144 .001
110 .016 .056 109 .398 145 .0031
111 .012 .047 110 .370 146 .001
112 .009 .039 111 .342 147 .000
313 .007 .033 132 .315 148 .000
134 .005 .027 113 .289 149 .000
115 .004 .022 314 .264 ISO .000
116 .003 .017 315 .241 151 .000
117 .002 .014 16 .218 152 .000

118 .001 .011 317 .197 153 .000
119 .001 .009 118 .176 154 .00O
120 .001 .007 319 .157 155 .000
121 .000 .005 120 .140

Adapted from Table B orA Nonparamerric Inrroduction to Slanstics. by C. H. Kraft and
C. v2n Ecdcn. Macmillan. New York. 1968. with the prrnisson of the authors and the
publisher. Copyright(D 1968. by the Macmi~ln Company.
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APPENDIX D

Illustration of the Results of the Automatic Detector
and Picker When Run on the Event Traces Recorded
ty the Four Seismic Stat ion-s, Lajitas, Marathon,
Shafter and Tres Cuevas for 38 Seismic events

%
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TABLE D-1 Event File N4ames, Errors (Automatic Minus
Analyst Picks in Seconds), and the Range of Rank Sums
for the 38 Events Used to Test the PANK2700 Detector

MZE WfrE ERCR IN AUTOP71 PICK KWVGE OF RW3 1M?~

L42891413. M7 -a.1 4M2. 5
144291418.053 3.2 473.5S
342891418.037 0.3 Sur, .8
142891418.6'34 44. 5349.5

ft EYW( 2
LM29171S.952 1.2 4166.5
M42881719.ZS7 1.7 3826.0
$42A91719.62M 7.4 4615.5
742AS1719.847 1.9 24.

EVENT 3
UWM89L15.818 6.5 4178.0
"4289181S.0138 3.6 3481.S
342891815.81a 13.4 3472.5

742A81814.046 1..? 4612.6

L#281336I32 -7.5 3068.5
142891908.048 2.7 334S.!
T42&91905.908 6.3 3880.9a

EV E9JT 5
1.42132'3%4.69 -19.9 55716.5
h 42032304. 28 -54i 419~3.S
34283234.812 -4.1 5496.z
'742892M1.016 0.2 5748.0

LtZ69733.003 3.3 4822.S
M42892113.129 -15.3 4769.51
542"82113.016 1.1 545.3 a
T42892313.998 8.6 555.5

EVENT 7
1.42892377.616 -1.8 4615.5
M44292328. O7 3.1 3311.5
342882327,018 -.5 4W".2 a
I 4239M37.5012 3.3 5168.3

L47 9851 -6.2 4662.0

3 42US121. W23 3.2 4569.5
142S3813.0s1 -4.I 56.

1.42308114.333 -2s.0 4227.S
MWOS6137.03 12.8 488. a

542818. 031 3.1 W51.0
Y42.38136.221 6.3 4554.5

EVENT is
1231821.016 7.S 4495.5

144201821.047 8.3 477.3a
342.901821,8Z5 -4.41 4187.0
74231829.037 -3.1 n292.80

Ew 11
1.426234.944 .42 5524.0 t

144283215S.034 3. 1 42394.0 .

3423r"54.951 -26.8 6894.3
1462n54.344 3.2 5904.0

EVEN~T 12
L429re.269.027 3.0 2669.0
144239212.822 3.7 4852.1
3423.31 .909a 5.1 2889.8
14236229,838l 3.3 3713.A
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TABLE D.1 (Continued)

FILE. NAME WOR IN WJ-M7MTlC PICK R4GE OF Ma sums

EVENT 13
L42822247.813 -4.6 4145.0

M42802246.128 4.4 S4S4.s

542 247.816 5.4 2S37.3

T 42862246. OW 5.3 3742.0EVENT 14

L428310325.
3
2 1.4 5858.0

M42 18325.2
2 6  0.7 554a. a

$4210325.016 -22.9 5376.0

142310125. ir'3 0.6 5643.0

S V T 15

L4231 LS22. 80 -1.5 5457. a

M4238 U22.948 8.2 4827.0

54231 2"S2.23S 0.1 56. 5

74281832"2.840 3.. 5462.8

EVENT 16
L42911602.

0 9
7  -33.3 4822.3

M429116.. M8, 6.9 3788.0

54291163.080 1.2 45,8.5

T42911692.093 9.8 5197.5

EVEIT 17
L42911827.0

29  0.4 4572.5

"429118,7.029 0.4 4144.S

S42911807.026 %.Z 4369.0

T42S11807.032 -0.3 4579.5

EVENT18

L42311819.
1
3
9  -5.5 3M9.5

M42911819.03S -23.9 3095.5

52911813.030 3.1 3895.5

T42311819.039 5.2 4139.5

EVEN7 1S

L42311851.003 
-8.6 

4626.5

M42311aS.05 
3.0 3142.2

542311851.011 -2.4 5646.0

T42SL51.O2
7  0.3 5059.5

EVENT 22

L42311959.217 
-0.7 423U.2

M42311959.00
8  13.4 4199.0

542311M.058 -. 3 6332.0

T42311958.856 
-.3 4692.5

EVENT 21

L42,12140.857 3.4 5733.0

M42912149.04
8  2.1 5148.0

342912133.332 13.4 3748.0

T42912140.015 -2.9 5518.5

EVENT 22

L42312213-05', -8.4 4443. 5

M423912214-05
2  2.1 4167.3

542812215.2 1 -23.7 5845.9

742912213.O57 a. 1 4814.5

EVENT 23

L4282252L328 -0.1 5145.5

M 42922". 004 -3.4 5799.5

54292,5,.8.01 3.1 4. i

14292528.08 -1.2 5M36.

EV NT 24

L4221429.022 0.5 2235.8

M42921430.814 3.3 4353.2

S42S21430.332 -4.2 3S94.2

742921429.018 -4.3 3944.2 ,%

EVENT 25
L42921533.'3

6  8.1 5469.0

M42921533.
0 2 3  3.1 5871.2

542821533.026 3.1 5261.s

742321533.036 -8.4 5751.5

1 '
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TABLE D.31 (Continued)
L

FILE NIE ER IN 114 I CKZ P "G Ec OF W "3 1

EV(T 26
L4321823.. 4 62..
142321831.08 8. 288.5

5425218m-23 -2.3 561.5

T42921829.839 -1.2 40,9.S

LEVD7 27
L4282I92859. 03. 838.1

"423218s5.0
54 -23.6 464S.5

s42321858.956 2.3 323.5

4232 8SS. 28 2.1 4275.5

UUZ22" 57,21 51 t S-2 a. 5

M425221Vt 1.4 -4.8 51.5

54232*l57.8!4 4,9 3191.5

T429 42 , 7.01 T. 78.1

L42S22304.0
42  -. 8 517. .

"42322329 ,63S -1.6 S1.5M

542322304.03S 13.1 4M82.5

T42S22394.635 1.8

* EVET 30

M42933914,229 9.4 5676.5

54Zg3V 142.223 3.3 558.S

74230142.02Z 1.1468.1

L423114901.4 -21.4 5375.5

M42.3144S.947 -4.1 5161.9

542331450.210 4. 7M7. 9

142331153.014 -1.5 5688.5

EYES7 32
L42932123,029 -. 1 5495.5

M23229. -1 -1.5 Spa. .

S2332129,218 -a'.6 685.5

1429321283M 9.1 5797.1

L4233223.213 35.2 5648.8

M423=3r 5 3.2 563. 5
$42932331 15 -1.2 5628.5

742932303.019 3.9 5323. a

EVEN' 34 0351.
L42518. 

7  8.3 5912.50

M42951300.052 8.2 52.

S4295199.01 -i. 5251.5

742851I98.57, I..5

EY447 35

L42-"2237.a1
6  9.1 3m r.5

M428631 8. 6916.4 4733.5

542962238.314 3.8 4264.5

T4296WZ17.016 1.5 365.0

EVOJI 36
L42379815.146 -169U1.5
442579415.1943 -4.9 6135.5

S42 8 [5.9198 3.1 Sag.5

7427"8815.46 3.9 5751.5

EVE4T 37 5 .

1.42571753.918 9057.
M479717".813 9.2 i39.50"

$42371753,818 1.2 6174.9

T42971752,252 3.3 S55. I

EV rIJ 38 
4

L42319,Bf,
7  1.2 4583.9

M427151802 -1.2 2483.5

5 4237199.9 4A 19.1 4355.5

3427151.883.8 3419.5

Denotes the Events Used as Part of the Tralnlng Set.
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MWA XJ IMM 5.K IN 10 K =11717. AX IN.1 RZ S7.

017 INTGMTIG4 13 Z.1? SIE(I3 WITH 1)C VW 3XIF O1REr ION

S7WT TIEt 1984 2914slaz26.41 142831413.=3 mm N SM~ By 1

I A 0

IOU 6.67 13.33 2.09 26.57 33-- ia.9 0a 6. E7 S . 33 Ga. z
SECCNDS

J1F SM CF INTEWTE SUE IN INU K =1211S. HIE =10U.2 Ma 4MS

4.5T71c 198 28 11a .08 26M41.67 KGCA 4821~ M 5 1.23 %8

EVENT 1 -Regional (P-Lg) =2 Minutes
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NL

* IC

* j

TAT TIEt 334 2W MIMI& .I LM719.W REIOA CSLEDYM 1.8

a." 6.67 13.m 25.8 26 Z.6 -4.f r 50 46. 67 53.33 60.04
SECN5

1.48



on19 w !UrMTEDT 35.W N: 10 K 11171. MMIE:1.U OH : .

PI

SWTIMEi 134 20 7tt12d.41 M401719. RMGW 3M Pi~ 1.9

M.ft 6.67 13.S33 28. go 26.67 33.33 48.0 46.67 533 68.9
SECONDS

RA SUMS OF TNEMI 9-M N: 19 K c 11186. ME 11M.0 RA: 4166.5

0 1

EVE INTETW Regona E(E1(S 20 -Scnd I
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RA 2 1IF INTtORTO MZF N 1U 9 12I04. IC 1~a,6 ""O- 3481.5

015017! IN?TVWO OF SXPE 5CUDI4TS MW ITa

START TICZ 1984 2889 181151 4.21 MC811.W M~f CL Y 1

1 TTTM,18 8 eli6 Ld2MS15.218 RMDN Sam 8'Y 1.3

192 6.87 13.f 3 2Sail 26. 67 n~f 48-00 46.67 S3.33 Ga. U
5SECONOS

EVN 3 -2219 Rgoa PLg) =1m~ Minue~:1

15



M 96 SMO INTrMTM Sat N 10 K~ 12961. MEE ImM2 RANGE 4812.2

DISCRfT 7E M IN OFT~Z~ S.GF SEMWS WITH THE SMc SL DIRMCT 10

START UK-f IS Ma 299 8iM 13 T428814.046 RMOFLSRMr .

II I 0 I

5.00 6.67 13.33 2 26.67 3333 43.88 46.67 53.33 68.80
SECONDS

RA SUMS OF INTMAT S..E N IN K =1196M. MM 1965.3 RAG 3473.5 1

ld DSRE INTGRTION OF 9- SEGICNTS WM~ THC E SW3..ZW DIRMeT!0%

47 STFT TIMEi 1984 239 M314i45. I S4289181S.E18 REGIONAL. SCRE Pi 1.3

0.82 6.67 13.33 20.00 26.67 3333 49.8 46.67 S3.3 68.83
SE CONDS
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Ma 6 S C I NTGRTE SL N I iM 9 1172 #11 i MaI.I RK 350. 5

* D1SMIX7 IMT. OF 3-C 3EI WITM ww p-nlE-D

STF~T TIMC 194 29S S 7.6t NdMIW.a4j ML A.. fW BY' 1 1.

RA PGO 1?(E=T 9-- M IN K =11448. PE 1M.2 M4M 3.

....... ..I ... ....

D3SMTE IMMM~ION OF S-OK 3MO WITM ) rHE % W n ,O

i-STFLWT TIM~t u.4 21 S' SiS. 2 L2IM.BW WIOL94. UY 1 1.2

0.99 6.67 13.-33 2.2-0 26.67 37fn 41.22 46.67 S3. 13 69.20

Event 4 -Regio3nal 9i - ~0 Sec r)n ds



?I%

___1_ I IA14

DIMRI INlEDTTION OF S.W!E SECEPTS ITH TIM 3AE 9-ME DFlZTION

A - '0%

PI

1.9 6.67 13 - 21. 2 26.6F,7 ~3.23 407.0 4g6.6-7 S3.3l 8.

153.
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-- 316 (i INT3W= i2a'e X 1 K a2471. MW 1- NO 4193-5

. . .. ....

D13= INEMWIIN IS ZOftseme WIH SAE 20m DN~rICk

slta TIMES IYS4 2M 23 3184A M44."M LO. MR BY t 1.3

Ug

1.09 6.57 13.2T1.29 26.6 V 1 41.00 46. 67 53 ~ 8.19

RW SM Or-TE3M . N: 1 K 5110. N.E =105.1 RG 557.5

DSCRTE INTTI, ia r!.srf 3EmNT5 wmT rtt sxr DIECI

3TSWT TDCE 104 M 23s 4t S. 2 L4@R4."9 LOMR. PiD 1.3

3.w 6.67 13. n 20.9 26. 67 n1 41.20 46.67 ~ 8
4 SECONDS

a EVENT 5 -Local P Arrival
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WK 516S Cj lNTGWW 5.! N in K lia1r9. M.E =Iin.I YA 5741L1

MOVEINT2WI3N IF 3CM MIEM W TM W 3~t 111=10

% .

57TTlEs IS 2M 251a Si42.f1 T4MMOC16 LWL. 3L BY i L.5

1. ag 6.67 13. n- 20 26.67 33 401. 0 46. 67 5.- 68.98
SECONDS

OW1M OF 1NTW MOM N M l K =11W97. N.E iin.M XV 5486.1

r!?
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I 41i

Ut

SWPT TIM U4 2M 2M0.61 X42MMMI K5OWL Sm Sri 1.8

0. u 6.67 13. -n 22 26.67 3. T3 41 56 7 3 - 6.90
SECONDS

RF 316 Of INTEMM 2.M M a 0 K it 124fl. RE 1 . 1SWZ c = 4IL

156.



M Sg Or WWK Smin uw uIn K u118Mf ME *N& 1.D M3 i.5

IVI

a tn

1,J,

IFI

MW RM OF IXTMWM S.Cr N I=. K 11C RKx1 W 54LS

ST~fT TM 104 2M2il2i49~ SGG=.6 S IOU SUMD Its 1.8

5.00 6.67 13.33 26.8 2w.67 V. 33 41.8 46.67 5 .33 6o. ao
SE20NCE
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9- MK ~ r~ SLM FITEM -E N in13 K 212148. N.E 2 195.9 WC( 2 3311.S

.......

3 I SRE pMMC FSF XM SWT H

TT7 1;

STM IME IS8 2MZ3(ZI".I M4B92MM7 EGI SME B~ 1.

w wl

8.29 ~ ~ ~ ~ l 6.7 3.3 067T- 2 7 3 X.2
5U--CNS:4

1~

STMT TI.E7 1 384 2 3 2 . 00 64fS~BU7 41 6 73 0

SECCNOS

E'U n einl P L) 4 eod

1581



RAW RM OF ITERTED 3S.F'6 N K. 113M. N.E:18158.0 RANG SIMS '

DISREE INTGRTION OF S-OKF SE04ENTS willm DE l1ErUO4

STR6TM.6 IS8 28 232:9 OI2q-7a2 I I 0

2.30 6 *7 1.n 2fl. 2 6-7 .n- .a 6 7 3 0

RWSltS OF ITATED~ SOPE N 109 K 11a81. N.E 1M25.0 4m. 2

-i i

-AM'

STARTTIME: 1904 2t9 26:45. 3S4283=218 REG ORLSFL rBY 1.5

4 ol

A. im 6.67 131- 20.2oi 26.67 n-- 42. U 46.67 S37 6I.8U

159
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MW gas OF UrrfTEMT SLOPE N IN1 K 1211M. HUE IM. AG 4579.5

DITCE INIIW11TIO)4 OF SILM SEGME74TS WIT SAMESLOP DIRECTION

3.8 667 1333 2812 2667 33.33 48.83 S3.33 60.m N
SECONDS

RA SL16 OF INTERAEDl SLOPE N: 1N K: 11638. MLI 1I RAKEC 4062.0

A

DISRTE INTRTIO OF SLP SENTS WITH SWE SLOE DIREtCTION

START TIME 1984 29 119:17. 1 1-49009.251 Ta.E5EISqIC SCLE By; 1.3

6. w 6.67 13.33 20 .Be 26. 67 33.33 go 46.67 5333 0BI
SECONDS

Event 8 -Fiji Islands Region - 19.1S 177.9W - 10/16/84
Origin Time: 00:07:51.3 -Depth: 449 km + 89 Mb: 4.5
Residual Error: -0.0
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mi-Of S.3M ar INMTMMW SX. N 10 K 11516. M.E IMMA. Mi 5564.5

Ma

DICEITGAI OOFSFEE9NT WIT fSPDIEIO

3.00 6.87 13.23 22 26.67 13. n 46.26g 46.57 S3.-- 61. agSECONDS?

mw sm3 OF INTmTM s-mE N tooK ioal6. ME IWW2 RW = 4S6S.S

oz5qcwm zwmn om1 OF 9-aE mo 5Ej0T WTi swsflEDRCTO

IT

$I SF~T IMs194 29 8I29t43 S42w1.23 TLSI!M~IC SL 5: 1.2

1.20 G.67 13. -- 20 26.67 M 33 4S.00 46.67 S!. 13 68. 91
SEDNGS

161



&M OF6 I PETMT 2.0' W 1 K 11M. MEt IM.2 RANGE 4=.a

as 4i

0O 30E ZNTE~ rT O Or S M *0E TS W!IN DC 1 0 1 m

9.30 6.67 M73 2918 26. 67 3n 40.90 46.67 03 8

SECONDS ,

RAW &M3 OF !NTEUTD 3-3- M MU K z1M84. KE 1O6.3 RAG 4M.S -

Il,

STWT TIME 1904 2SR It36:21. 6 L4U13.aS3 RE- M By .

9. I1 6.51 15.33 ;;.,M 26.67 03fl 488 46.67 S3 6m.88
SE CONCS

Event 9 -Regional (P - g) =37 Seconds

16 2

Lew .. . . .. .



IX

DISCIEM INTEGTIIC4 OF 2XPE SEG(3 WIh Ttf 3s 3C IRCTO

S~TT Is 7 Mf 2M jz35i48.1 342901.231 REIK.3FLDP

6.67 1333 2 U 6.67 M3.33 48.U 46.67 S. n UI.as
S ECNODS
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M" SM OF NTEMUC S-Cr N a 10 Kx 11S45. KA a 11MI.2 RAW MCI*

OIC'E ?NTIESM1 OF 2.0PI SEMETS WITH THE 0 3"C- O

STFAT TIM~t 1984 292 t8121114.82 M429618.247 REGIGui. SM LO BY 1.i

2.89 0.67 13. T- 22.a90 26.6V B5. 1 49 . a 48.67 53. M So. u
SECONDS

aws oF fl~rtmwm &x N IN K 11742. K4* 1205.9 W?4OZ 4405.3

*%

IOMT INTEOTION OF &X SEGI~ETS WITH THE SFIE Slpl IRECTION

1117F, V

STFK TIM, 134 29 M2:43.1 L4981al.21 flIONL SCLDBY .

-o -3 'V M
4 *~Ip~ m %

- I

1 .w 6.67 133 20.00 26.(-7 1-.1 42.30 46.67 S3.f m .90
SE C.3DS

Event 10 -Regional (P -LO) -11 Seconds
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.44.

DISMTE ~tMITIO OF .CF SE4EN7 WIH SV S-re ORE-T~c

ITWTTIM: 1134 90 ~t~s 5.1 T299MM-07 tr".WL SX.= Irf Ip

~~~~~~~ 31hlZTT~~N Ull

0.0 6.7 12.3.A.a -3. a3-I - 7 -1 I

lid !I

3.89 6.67 1 .3-3 22.22 2.S 4.a 69 S3 73 6U.go

.0 %



zaCM NORO OF 2-OPE 1l' SN S WI TfW 3F 1 10 ~ .

DJSMTE IKTEM710H OF SILO1 SEGMENS WIT "Es SOE0I10

Event5.3 X,~ -xIf Cl.34



Aw 3M OFe INftEMT Z4WE N: 13 K: 11821. MUE MU.I RAW SM4.8

UD1OTn INTEMRT!0H OF 2XE ROOMS WITH THLE SLE IWZT10

STMTIMPE, 104 20 2§lS4112. 1 749204.44 1.WI. SMM V' Ul.5Oh

. .... .. .

...

S- TM7 TIlCt 1384 20 lz4iI.42 S429MC.I LDM. SOXMEf BY 1.39

M.39 G.67 1;. 3) 20I 26.6- -3 42.0 46.67 S3. T3 68.0

%



Mq- Mia OF IhTWTED SZPE N 10 K 12W4. Mu 1 .fi LiZ M.

START TIPEi HA 20 221 M48.0 M2=19. IEIW SCRI P, .L

3.18 6.67 .n 20. M 26.67 23 40.00 46.67 53.33 63.9
SECONDS

mK6 Sum oF 1KTEm, 2.crE r4 I= K c 152. MM c 11.3 0,MX 2M..

NJN

DISCRTE IP(TEGM1GN (I S.0PE 3EGMEN WITH TMt SC 2-CrE OIRET'ON

j LJ11411 AUL .LL16L~illL 1

U* STrT 7IME, 1984 20 22854.21 L49127.W REGIOW SCM r- 1.2

1.09 6.67 13.3 20 26. V 3;.3 -n 4; 6

Event 12 .- Pji-nalI-Po~b L A ri-val



p

. --V .
- RM SISOF ItTED SK N 191 K 11667. LE LIO4 RANG 3713.8

DICRTE INTEGRTION OF SLOIPE SEGMEN(TS NIT THE SVWOE DIORECTION4

I~2S82u 16. fI. a

I 1 2 2 8 R S
1.09 6.67 13.3 2 .22 26.67 3.f 4.U 4,.67 . 67. ,

SECONDS

RR USOF INTERTrE M-7 H~ IN K 1168. ME 18r,. RANE 0M8

'

FtT! I E194 2 2 1 27. L~ 54=2 1. HE~ 3.1?!DW 3ICTID f .

A%

711TI1

m88 6.67 13.~ n 90 2. 6" 31 o.g 667..3

I

b if..

%tf€-'%d%.'% % .', -. " , -0 ," ".. . , " . "w - . -.... J . _ _ _ _ - - - - - - - - - - - - - - - - - - - - - - - - -'



MK 316S OF UINTGR 3UPE N 1I1 K: 12131. MUE : 1S.U RM 4854.5

DISCRTE INTEGRITION OF SL.WV SEGPENTS WITH THE SME S-OK DIRETION1~

STMIT TIMEi 1964 29 22i45SS. 2 0142992246.029 REGINF SC.Efl BYi 1.1

t t 14 1

3.20 6.67 13.3 20.00 2 . 97 33f 48. 46.67 53.1 68.88
SECOND S

RW SUMS OF INTMGMT M-OF N: IN K =12222. MZE IMU.I RftG: 4145.0

DISRTE INTEMION OF 5-OP SE4e4TS WITH SLOP IRECTION

wai

S7T~r TIMEi 19184 299 22:461"S.61 L42227. REGI SCA D BY: 1.eI

6.31 6.67 13.3 3 23.8 26.6 r I. 3 4m. Be 46.6 V 53.33 6ie.8
SECCDNDS

Event 13 -Reqgional P Pr oba bI -le Lc Arrival
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.... S

R SMS O NTER SP N 1 K 117M. MUE 145J.8 RANGE 3742..

II

DISCETEINTGRAION F SOPESEGENT5WIT TH SAE SOPE DIRECION

LL LJ L. 1-w I Ii~k~ jU 6U 9Lh~ lJIJl. I %

p

STAR TIME: 19S4 290 22:481 5.61 't4ZM246.gl8 fEGIONFL SCALED I 2Y .5

9.90 6.67 13. n 28.08 26. 67 33. '3 48. 00 46.67 5 . M 68. u
SECONC5

RA SMS OF IN~TEMTE SLOPE N: 10 K, 1179S. WX: 1M.5 RANG 297.1

DISCRETE INTEMTIO4 OF SLOPE SEG(Ta WITH THE SAM 3-OP DIRECIO

I IM m

ogo 6.67 13.3'3 288 66 ~333 42. i 46.6V S3.73 60.88

JA.

lip

1%1



MW SIM.1 OF IN7TE !D U.N! N 10 K a11544. MRE =N MMM~ SWAU5.

IIIT tmnT!mT1 wF U.N! sEWHTs WITH Ttf wK s.N! O:ic

n. - ji

STFV TIMEt 1354 291 M24IIl.21 N4231U2.08 REIGNF. UCMM Pi 1.5

5.82 6.67 13.3 22.80 26.67 3.33~ 42.3U 46. 67 33 68
SECONDS

WX 336 OF 1KTEMRT SUPE N 10 K: 11157. PXIM 1U RU 59M.

*DSCRTE INTEM7IQN OF 2-Oft SEGPIT WITH THE SAM SLDFE DIREC7~1ON

STFKT TIM: 1964 291 3i2458.62 L421834.52 MINI SUIED BY, 1.8

%I

5.52 6!V7 131. 2.30 26.67 14 U2.32 46.67 S3.5 68.02SECONDS

Event 14 -Regional - (P - Lq) = 24 Seconds
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MM SM 516 IMMAIE SUM N 10 K: 11721. MUE M.$ RM S60~.2

DZSTE IMGTEITC OF SL~rf SEG4EN73 WITH THE XPE 3YM DRECIDN

STR TIP~i 1884 291 3:24i.42 74M31=.ZM MEIONL SCLE13 8! 3.5

a. Bo 6.67 13.33 0 2 6 33. M 4667 3 60. U

RA SUMS OF NTEMTE 5.2! N: 1K K: 12315. tE: 1085i.0 %RW 537.3

'I OSMTE INT~r4O OF SLOK SEPDTS WITH TK SAM 2-E OI ION

1. 6.7 1.- 0 N 7 1.33 1.U 45 3 00

17



0- MW .M OF INT!GMED S.O'E N IN15 K: 10. ME IgMM. MtGE 5462.3

DISCETE INTEtTIO4 OF SLOE SEcacN T3 WITH TE MIF IEoitCTION

_ _ _ _ __ _II

$. e 6.67 1S.33 2 . -- 296 3. M 49. 910 46t.67 S3.33 69. M
SECONDS

'ICV NERTO F LP EM) I H E SA SLOPE DIR ECT'ION

STIRT TIE: 1904 291 9tZ2: 2.66 S4291922.i63 TELESEISHIC SCRLED bYt 1.2

I. I,. -- -

. 6.67 13.33 23.33 26.67 3.n 41. 46.67 3.I .W so*
SECCNDS

Kurile Islands 50.3N 153.N 153.5E -10/17/84 Origin Time:09-11"04.F ,,
Origin Time: 09:11:04.8 - Depth I. kit, 3) Mb  5.0 •,.
Residual Error: - 0.2 ,1.74,



RAW s S OF INTERTED SLOPE N z10 K: 1589. HUlE 18M-9. RANGE& 3788.8

DICETE INTERTION OF SLOP SECNOTS WITH THE SAKE SLP DIRECTION

S TAT TIP~ t 1984 2 1 MS 2: 5.83 142311692338 RE G~IOA L S CAED BY 1.

#j- - 6.6168.3

0.09 6.67 13.33 ;-.00 26.7 33.33 48.se 466 53.3 m
SECONDS 

K

RA SLM FITGAEDSOEN 1MK1231. KEIIJ152.6 IG ":4522.0

r-r

175.



OW 3" FINTeGRISLOPE N 1 K 111. HE t .3 1018.3i

DISRETE INTERTION OF SLP SIgNTS WI7TH THE f SLOPE DIRECTION

X- ILL

TMT TIMEz 1904 29t IS. 0'29.60 T42911662.=33 RMIOFL SCAED Bfl 0.5

3.9 6.87 13.33 2 .39 26.67 33.33 40.99 66.67 S333 60.39
SECONDS

MM~ 3"O INTEGRTED SLODE N 136 K 11497. MJE nU.6 RANGE 453.S

DISCRETE INTERTION OF SLOPE SE04EN1 WITH TCH~E 3..DE f C I

Lil ill

VARY TIME: 1964 291 IS: 2eZ7.25 S429113.f REGIONALq SCALED Br' 1.8

3 .38 6.67 152 2. 2 26.67 33.33 49.03 46. V 53.33 60.00 0

176
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. RA SIM OF IKEAE SLP NY IN K 1 12n-%.-- .. MM 19M. RAG 4144.5

III

70'a

STAR TIE ISB4 21 18 6:S6.N IN 1 923. RIONA SALED BY: 1. 5

I-

Mal

2 DISM E INTEGRT1INO SL.OPE SEGV093 WITMTE3SOEDKVO

STAT TIME: 1984 291 18; $:56. I L4291 187 .ff2 EGIONA SCALD BY; 1.3

3.33 6. V 13. n 20.00 26.67 333 40.3 4s 6.V 53.n 6.
SECONDS

Evn 17 C~~f Reinlt N Proabl Kg Ar5riva313 41C 57.

177.



WK SLM OF NTEGMED SLOPE N:IN K 12254. WE INgS2.0 M f~64579.S

DISCETEINTGIRTIO OF LOP SEVAN3 W TMESAM 3-PE IRETIO

STAR TI~t I 4 21 Ii Ai9.2 T421IM M tEGI AL CRLE aT 6.

I V~ m

0.20 T6.673421 13.3 6 53 261 6491 7 33. fE3~ SO0E. D' 46.6 533 0

SECONDS

-M 3LIC OF IrVTffE MM~ N 10 KU~ 1164. MIX U1.1 WM 4306.2

oil ISCrTE NTERATON O SLPE KEG2~i 1 'H SAE SOPE IRETIO

ILL_____________ _____ _________ _ W I.J

.;j d,

STFIT TIE: 984 91 li GS3.2 S491I 7.82 REIO~k SCRM By 1.

11.w 6.67 13.3 20. 26.6 V- 3 4046.6 33 '.

SECONDS

3 178



,!

146 )j41~ I., aL- L A IL- '

0.20 6.67 13.373 20.0 26.67 33 40. W 46.67 . .O

DICEEINTEGRA.TION OF" SLOPE SEMENTS~r' WIT l TTI 0571T 1 LOPE IREICTION

* ,..

i 6.6"7 13. n- .20 26. 6• 147 '. .n 40. U 46. 6- .33 6.

SECON DS

Event 18 -Regitonal - Proh-ih]f Lq Arrival

."S



m an6 w MTIU SAM' N m 10 K 11515. K1 U00. MM 413.5

D1SMVEE 1N7EMY£T1' OF SLOPE SEGIENTS WITH THE SFME SLOPE DIRTION4

STR V:1M21 il:66 14291119.39?TEINLSOE y .

Tm

3.20 6.67 13.33 29. M 26.67 33. 33 4w1 4667 5.33 60.88o
SECONDS

RAN SUMS Of INTETED SLOPEl N: = IN K -- I74. MU = £915.91~ RAG 3995.5

NJJ

SYAXT TIME 1954 291 l81IMU:7. 2 S42911819 REGONA SCAL.ED 8I 1.1

9.98 6.67 13.3 29.11 26.67 33.33 49.11 46.67 53.33 60. u
SECONDS

180



. I. ....

DSUSE INTEGRTION OF SLOPE SCENETS WITH 7 SFIIM SLP IR ION

1-71-

ITFVT TIMEi 1964 291 18SI51l.43 M42ll81.I REGON. SME~O bYt 1.1

9. .7 1.3 29. w 26.67 3. 48. w 46.67 S3.33 68.98
SECONDS

OW- SIMS OF ITC T SLOPE N: IM9 K 12M. NE: I~bJ.9 3UGE 4823.5

D ISUE INTEGRTION OF SLOP"E SEGMENTS WITH THE SLOPE DIRECTION

STF1 IlII 1964 291 10:50:38.42 L42311fl51.883 REINILSF Y .

I. .7 1.3 2.N 26.67 34.33 48.88 46.67 53.33 68.88a
SECONDS

181

%I



DISMEYE !NTEM1O OF SLOPE SEGMEN(TS W17H YIE SAM SLO~PE DIRECTION

VFW ITTIZIt 1254 221 W13.62 7421181.W7 AMOW SMED B1 U.S

R~ .7 1.3 2.0 26.67 33.533 40. Al 46. 67 53.3 61.9w
SECONDS

-ma OF6 U' N SAMU . N UN1. K *1113. .OR i .m NM inoI

gaa

IWT TIMEi 1194 291 19,50,36.82 74915' tEGIW. SCAED Il~t 1.0

re~ 1. 0 z 2.7 s.3 4.s 46.67 53.33 61.9
SECONDS

182



K M W v11MC SWE 0 a 0 K 3 121. Rx aM. I~ISM 41m0

dIMI I ~ IM 2 IM3@ MM 1a A y .

1.8 67 13.23 2 .8 2667 33 481 46.67 S;.33 61.08
SECONDS

mm is wlTi 1XvgM N.W x u K Um KIs aN& MU

si

.0 6.67 13.S3 2;. 08 26.67 3; 48.889 46.67 S3.'" 68.08
SECONDSI

Event 20 -Regional (Pn - Lg) =90 Seconds

183
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M vi u miuini 3*1 0 W K 1=2I. $a Low m ~iiiiil m *in

D ISCRETE INTEGRATION OF SLOPE SEGMNTS WITH T I~(3~DR!CT1ON

30 7109 21421IgW 2 I IM 9811111 KIOF IC.E V i .

2.00 6.67 13.33 20 26.67 3333 48W 46.67 S4. 33 68. m8
SECONDS

MW N. IF INTU SAM X I= 1. L9OW. MIE *ML 4. .Wi

'ji, I~jj

-T-t

Eventrg d ~1~~21 i -Ocobr 7 1984. Quarry Blas 6

184



IMur W INaMw u.W'g III U K a tins. ME a 1.s NO= 11 51..0

DISMETE INTEGMICOF 34PE' SEMETS WITH THE SAK4E SLOPE OMRMTON

STUfT TIMEi IMM 231 2t1~i 7. ;d9tfld 484 LOMa SME BY, 1.8

9.20 6.67 13.33 29.0 26.67 S33.23 40.00 6.7 s;33 68.98
SECONDS

555TTI~tI 21 W in WQ 2 L 42g a ii.20 SCL a~ 1. .9

IFI

UT.67~ 13. 21:.I. 2 L2124.6 315 nf~ 4;.E MY S;1.60&

3.80 .67 3.~ 9.89 SECONDS

185
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OISCRFTC INTERA71O OF SLOPE SEGMENTS WITH THE SLOPE DIRECTION

UTFV T I o Ilkm15 231 21:3242. 2 74291214.1s L OCAL SOL E13 Y , I. S

.U 6.7 1.3 26.89 26.67 33.33 48.88 46.67 53.33 U.29
SECONDS

WM I W ~ftWO SM Na U K a13M MEa LMI xV6.

013CETEINTGFATON SLPE SGMETS ITH IRETIO

lag Ji LI&

%U

STAR TV~ JN 281 21ft.21 3N 023. OALSAE .

9.95 6.67 13. 375 2 1 m 26. 34. 4; m a "T 7 5. 609

SECOND

18

"e or e w-w



DSCRETE INTGRTION OF SLOE SEONENTS WITH THE SAME SLOlPE DIRECTION

START TINE: 1984 291 22:14, 18.82 M42912214.052 REGIONAL. SCALED BY: 1.0

.M 6.67 133 20.00 26. 67 34. M 40.00 4667 S.33 60.80
SECONDS

RAW S OF INTEGRTED S1.DE N 190 K 12222. M9E 10059.9 RANGE 4443.S 4

* DXSCRETE INTERTION OF SLOPE SE~qENTS WITH THE E SLOPE DIRECTION

START TIME: 1984 291 22i 13:24. 40 L42912213.SS7 REGIONAL. SCALED BY; 1.8

1.1 6.67 13.33 20.8U 26.67 33.33 48. M 46.67 S3.33 62.81
SE CONODS

Event 22 -Regional (P - Lg) = 100 seconds

187



DIOSRTE INTERTION OF SLOPE SEGMENTS WITH SOPE DIRECTION

SATTM:1984 291 22il3;2.d 4212213.057 REGIONAL SCALED BY: 1.5

SECONDS

NJTE

DICRTE INTERTIOd OF SLOPE SEGMENTS WITH SAM 3LP OIEEC ON

AS

START TIME: 1984 291 22:14:28.40 S42912215. I REGIONAL SCFI.Efl BY: 1.0 ~

-1 OF

0. 8f667 133 .ig 26.87 48.09 46167 5333 U 800
SECONDS V

188



S
I? %

RAW S OF IN'TEG RTED SLOPE N INto K :U1482- M4E : 1U.0 RMI GE 5793.5

SitWi,1  oisc rr KTE RTlI~l4 I
OF SUOF S(E.NIS WITh SIR SLOPE OIRECTIO~

STRT TIME: 1984 292 5127,32.41 M4292BS28.I TELESEISMIC SCALED Y
i 1.0

6.30 G.B7 13.33 2ff. N 26.67 S. 33 48. .67 -3. - 60.2

SECONDS %

RAW SUSF ITEGTED SLOPE N 10 K 123U9. NJE IM8.9 RANE5145.5 -

.- 1

- DISCRETE INTEGRRTION OF SLOPE SEGMENTS WITH T 5AME SLOPE DIRECTION

START TIPE, 1984 292 S,27:,S.6 L42920528 U TIL.SEISIC SMILED Vi 1.'

I;

9.N 6.7 IS. " 23.3I 26.67 53.33 48. 467 S33 Was
SECONDS S

Event 23 - Central Alaska - 63.4N 151.3W 10/18/84
Origin Time: 05:19:53.1 Depth 105 km +7 Mb: 4.3
Residual error: -0.6

189



RA USO NERAE LP R K 11893. I4.E =IUS4.1 RANGE S536.0

DISCRETE INTEGRATION OF SLOPE SEGMENTS WITH H SF64E SLOPE DIRECTIONa%
START TIMEi 1984 292 5:27:34.63 T42929528 ON8 TELESEISMIC SCALED BY: 3.5

112

8.29 6.67 13.SS 20. w 26.67 33. 3 48.99 46.67 S3. m 61a.Sa
SECONDS

RA SM~ OF INTEGATED SLOPE N IN8 K 11866. UE INI58.2 RAGE 414.0

I

7.

START TIIE; 1984 292 52729S.21 S4292O528.311 TEEEISIC SCAL.ED BYt 1.9

3.61 6.67 13.33 20.9 26.7 3.3 3. a 46;.0 67 53.33 6w6
SECONDS 

4

190



r.

RAW S OF INTEC DTED S..OE N 1 99 K 124. P = 1SU. I3 RANGE 42 5.

DISCRTE INT!t~TIN OF SLDPE SECMEWS W TM TIE SAM SOP DIRECTIO

- STRT TIMt 194 292 14tM41,62 1.4222149.314 REIOtNA SCALED BYi 1.3

* a

N.M 6.67 13.33 20.2M 26.67 3.3 0.9 46". 67 S;. 3 U9U

SECONDS

. -SIT~~S~ N=I :195 4~ U88R4E29.

'
"" E1N T~d~5'ESq4~ ~T 3 . .. .I;T1O

U7

Ev5e T TANt 1984 2 14Rg nl8.2 L4b21429.E2 IET, ED Wrr 1.8

I 19
1.32 6.67 13.S .@u 267 . 4.8 46.67 . 61.32

SECONDS

Event 24 - Regional Probable Lg Arrival

191



-,.'

W SUMS O INTERTEDW 5 N: IN K: 11874. KX: 1UN.9 RA N 3944.8

SRVE INTERTION OF SLM SE~tETS Id SAES'pEOIE

"E 

I 

E 

,I

STAR TIE 1•4Mlt4.IT224908 RINLSAEI Bt0

. N 6.67 13.33 2.23 26.67 33.33 4 d .li 46. 67 S3 .33 68. N
SECONDS

D ICTE INTG "SM O1 OF SL.K "EQf TS WIT SAW 0 I ,JN

I11 p 1 .ITT

SATTIMEi 1984 232 10:29.8.2 S42Z1436.MMU I OL 1y .

T ---- --i 

1 
I

l . 6 . "7 13 . r3 2 0 . 2 6 .6 7 M 3 .33 4 .0 46 . V - 53 . 3 60 .0 8SECONDS

192
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Ii

MW SiG OFr IMTC = IWE N: IN K 9 11547. NUE 1.I MAWi = 71.1

* I ~ M1T! 1ETION OF SLOPE SMIEWTS WITH Y THE SW ! M T

I !.I i...Aa.I

/t

3.98 6.67 13 29. 26.67 33.33 41.8 46.67 53.33 6. a.
SECONDS

RW SIMS OF INTEGCTE SLOPE N: 182 K: 1Z266. MUE = 1259.8 MC 549.s .

N,

DISME 1NTERTION OF SLOPE SEGMENTS WITH THE SAW SLPE ODIECTION

TIMEt 1984 292 lSi33t 3.21 L4M2921533.136 ME1IONRL SCRMZD BY# I a

.M 6ll .67 13.33 20.00 26.6 " 33.3 as.E 46. 67 53.33 6 .- lSECONDS 
lEvent 25 Wyoming - 42.4N 105.7W 10/18/84 Origin Time:S:30:21.2

Depth: 18 km + 3 Mb: 4.3 Residual Error: 0.9

193



OW SM OF6 I NRT ZAPE N aUM K: 11377. NX a UM.2 3 731.5

DISOVE 1N7WT ION OF. SLC ET~S WJM N IIO

qj~ u
B.3 6 o .617 13 .33 29.58 2 7 3.3 40.3 46 .67 S;.33 68.8M

SECONDS

ft

SWff TIMEi 1334 2S32 55.U S4=33.l5 REIOfL. SOLD UTi 1.3

:1 ~~ ~ ~ J-"4 f_____________

8.0 66 33 ; e 26.67 S;. 33 49.38 46. 67 53.33 68.3
1.31 .67 3.53SECONDS

194



mr am6 oF iwmEwm .wrE N IN K II78. pE INMAu MGE 3 .

DISMTE INTERRIQ OF S-UE SEWEYTS WITH S~C D OJR71UD

IIlk

3.88 6.67 13.3m a3.98 26.67 33.33 48.9w 46.67 S3. n 68.6w
SECONOS

9. MWSM OF NTEGMTDS.UEN 100 K 12811. MUE I~la.Q RM4r4112.5

OI=MT INTE~tTIO OF SLU'! SEMWrS MM1PE 35'C.M DINMIO4

6.98 6.67 13.33 28.88 26.67 3;.33 48.08 46.67 S3.3 61.9
SE CONO S

Event 26 -Regional (P - Lg) 48 seconds

195



f:t

RA SG OF INThTM IX N: 103 K: 1275. lA 1M.2 RMGE: 4W4.5 4
r

a-l DISCRIETE INTEGRATION OF SLXPE TfS 'WIThJ SM 31"E DII1'TN

START TI tE, 1984 1M :29 6.61 42 1 .OH S ED BY, .5

II I 
' I I I

3.33 6.67 13.1" 20.38 26.67 33. 33 4.g8 46.67 $3.33 68.38
SECONDS

RA SMS OFNTEWTED S.0'! M 10 Kc 11961. MX: 19M.2 RANGE :561.5

Y 1I II
I 1STtlT TIME : 1384 292 11:23:,.6.2 $42921629.81"3 IREGIf E~. SCR.ED BY: I.El

............. 0....................................... ..... ........ ......l 'm lJ

I I I I II II

SECONDS

--a OICRT IICWTC Ct SLa eODT WIT 7W -Rm -t-tr -lffI.....

110



RANK SUMS OF INTrEGR~ATED SLOPE N 10 9
a 

IW MlS. KJE = NS9.9 RAN= 4W145.

,4 -

I

II

DIS E INTEGRATIONSE SLOPN SEGMENTS WITH 7 SAE SLOPE DIRECTION

R STNT 7XP~t 1964W 28 88 21.22 P4M2822854 XM SAE B .

I I
8. g S.'6 1333 2.20 6.6 3;.M 4 0 46. 67 53. 33 G.0

RAWSUM OFINTGRTEDSLOE N10 I198. ItE 13158.9 RWHGE :32M9

DISRET INEGRTIO OFSLOE SGMETSWITM THE SAE SLOPE DIRECTION4

OIn'
a .1 Wob

I qIl I-T Ty 11 pI~w

3.31 6.67 13.33 28.88 26.56- 32.33 48.88 46.67 53.32 83
SECONDS

Event 27 -Regional (Pn - Lg) = 95 Seconds

197



OWSMO I~EWE UWK 1 a IN r 1211Z. I.E 2 Iin.l RRO 427S.0

:iDISC"T ZNTIIOF WE *1ND MUET m irSAPDICTZGi

STW, TMEi 19S4 Z2 I~iS8i.P 7423218. RE8GIONAL SCREO UYi U S

B.3 6.87 13.33 26. W 26.697 34. 33 430 46.67 3. 33 60.38SECONDS

A i

DISCRETE INTEGATION OF SLOPE SEGMNTS WM~ THE SAME SLOE DIRECTION

S TMT TMEi IS4 23 lWWt3.61 542318.Z6 REGIONAL SCLE M7 1.0

2.06 6.67 13.33 3.3 26.6V 33.3n 43.38O 4 6.6 V 53.33 68.309
SECOND S

198



I.X

0- W .31S OF fITERTED SLOPE N U 10K 1365. )IE: lI.2 RRMCE S192.5

DISCRTE INTEM1I OF SSIFE SEGMENTS WITH THE S911E SU DIETION

9 SYTVT TIME, 1984 2S2 21:56-.41.42 1I F21S.014 TEL.EsEimic suSLE 9YI 1.9

8.M0 8.67 13.33 3.91 26. 67 S;.- 48.91 46. 67 53.33 60.2a
SECONDS

L- V^.SUM OF INTERTED SLOPE N IM1 K 11136. MR 2835.2 A1f?4CE 5797.S

DISCRETE 1KTM1ON OF SLOPE SEGENTS WM~ THE SRM SIE 1RETIO

STFT TM~iIN429221:56.41.42 L42M2217.014 TELcSEI IC SCAED UYi 1.3

6.67.9.0133 ;.U3. 0 46.07 S3.3 689
SECONDS a

Event 28 Bonin Islands Region 28.1N 139.6E 10/18/84

Or gi Ti e 21 4 :3 . De th 52 km + 8 M .



O- 116 W INIMMIED SLOPE N U0 K: 11565. IKK IMs.3 RF4OC: S378.2

019OWTE INaE~TIrJ OF 3XFE SEDOES 641T TES M IRV

5TFKT TIPs 184 292 Zs~i44.81 T&2=57.917 lSHIC SCRLE DMi 8.5

. .r.7 13.33 28.80 26.697 33. 33 45. 00 46. 67 S3.3 M 1.8
SECONDS

ff LMO INTEGRATED SLOFE N If* 9 12ESS. WJE :IRMA. R1FOE 3191.S

DSCRETE INTEWZTION OF SLOE SEUNENS W17H THE SAME S DIRECTION

STWT TIP~t 1964 292 21:S6s4I.42 342922157.014 TO F SAIC SM.ED BY: 1.3

=Mr. . 't oS

M .7 . In 26. 67 33. 33 48.8 46.67 5;.3 M 6S.88
U.N .67 3.33 ~ .NSECONDS

200U



M SIM S OF INTEGRTED SLOPE N IN K -Z-12222. MUE :t 8 RNGE =591.5

d D, iSmrE KEkTmwm Or 9.wz sEt TS mrm im 3.0rE DIRECTION

START TIMf tli4 292 23, 41 2.81 062922364.13S REG-ION. SCALEO i 1.0

' '' , ,i j , i -..'

II.m 6.7 13.33 20.00 26.67 33.33 49. 
,
0 46.6"7 S;.33 U.9-

SECONDS

M SIMeS O INTEGRATED SLOIE N IN K :1859 M. IRAE = S170.1

/A
_______.,N.

VISCRE7E 114TERTION OF SLE SEI~cWS WMI 'Of WEC S..W' DI1VI

STFItT TIM; 1984 292 23: P .21 L429S 4.842 KWrIA. SCLED Y't 1..

I I I I I I ,'

lU 6.67 11.33 21!.0 267 3;.33 40 46.67 53.33 60.96
SECONDS

Event 29 - Regional (Pn - Lg) = 37 seconds p1%

201 2o A.



-~~~~ S~w .w. .' VWUS OF INTEF1T1 SLOP HVV ' 10 K'~ 119n MUE M5- XMG 4 M ,-d

9ISUTE INT!T14 CF SME SEMTS WIT" M WK hIM D1METIO4

It WFT TI~t 19S4 292 231 C 2.81 T42S22364. 3 ItEG1GNRL SM.ED VT~ 1.5

L INii .v

At f- , o p I
FIT 11-11n, T I " 1

5T~7 IC 1992 23, 41.B. I S42922304.= EGMI SUItA. a~ . 2

9.38 6.87 13.33 23.93 26.67 2;. 33 48. M Mr. SS7US4.33
SECONDS

202



RAW WS Of IN7CTE SLOPE N: 190 K: 12663. pjE: 198. RAG 5078.5

4A 4.

IDISCREIE INTGRTON OF SLOPE SEGMEI4TS WITH THE SAME SLOPE DIRECTION

SW~T TIMEi 1984 293 11:9;55.41 M423140.029 TEEESI SC-sy!I

':,j,

O.98 6.67 13. M 28 26. 67 M3.33 40.9M 46.67 S3.3 69.-M
SECONDS

3 'Ii.

Ma sus FINERAE SOE N~ET IN~ K ? 1293 MX0' IM9RANGE 4O3.

.. 44

S~TIR TIME: 1984 293 1!39;53.22 t.423301U.16 TFISEZS4IC SCALEZD BY; 1.9 8

N 66 . 3 2.M 26.697 33.33 48.98 46.67 S3.33 69 .9w
9.98 6.6 13.3 2.98 SECONDS

Event 30 - Samoa Islands - 15.05 171.1W-1O/19/84
Origin Time: 01:28:16.3 Depth: 1 km +75 M b: 4.9
Residual Error: -0.6

203 49



.. ... .... ... ......- L- - . - - . . .

9 - SW8 TI~ 11 23 139152.25 UIM :Z.R TVEE I.I M miG .

x IV

3 ~ 33 - 7 3.3 m 66 33 .s

SECONO '.e .

DSMET TiEG 14 3F LP 1zSE.3 W4~17I. T E SLOOlEZqC ON~If

3.3l 6.167 133 . M 26.67 33 4108 4667 53 M.8 of
SECONDS

204P



31RNK SUS OF INTEGRATEfD SE N I N = 11874. I.E = S-.0 RANG 5161.8

101 DISCRETE INTETION OF StE SEGMENTS WZTH THE hW SLOPE DIRECT ON

START TIME: 1984 293 14:50:2S.62 M4293144S.947 TELESEISMIC ED BY 1.-

14e - --

| I I I I I I I I 1

9.99 6.67 13.33 2. U 26.67 33.33 40.9U 46.67 53.M 69.99
SECONDS

Evn 1 og Ilns 57 C-8 1/98

OR iO INTE: 4 SfLPE N K 12261. k 2 RANE 5.

ReidalErrl.

-,IDIS EI INTEW1- OF S LOE SEGMENTS WM THE SAFE SLOPE 01 ION

raI

START TIMEt 19S4 293 la0Sl.41 L42914M.014 TLESEISMC SM By# 1.3

6.67 13.:3 2.90 66 3! 82 66 33 80

Event 31 -Tonga Islands - 15.7S 173.8W 10/19/84
Oriin ime 1437:5.6Depth: 1 km +2 M b 5.7

Residual Error:1.9
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9 W SIMS OF INTEMTE SLOPE N 181 K 11741. lIE =16"8 M1GE 5668.9

STWT TIMC' 134 231410:51.41 T4214.1 D MM13i 9y QS;

8.828 6.167 13.33 2.d8 26.67 n.3 48. so 46.67 53.33 68.88
SECONDS

M SLMS6 OF 1NTE~TM SLOP N 10 K ISM5. ME = .2 MCE 7V72.8

211

*STKT TIME: 14 2314,59,34.41 S42931458.210 TQ.SIC SCF.EO ffYi 1.2

3.3 5.67 13.33 9. m 26. 67 33.33 4;.980 46. 67 53. 33 68.8
SECONDS
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RAW SUS(F IMTPGRATD SLOPE N 199 K 121133. MWA 1M95. RANGE 55F729

DISCRTE INTEGRTION OF SLDFE SEGMENTS WM THE SAM SLOPE DIRECTION

L START TIME: 1964 293 21:28:58O.42 M42932129.1131 REGIONAL SCALEDl BY; 1.9

1.90 6.67 13.33 28.9 26.7 33.33 4J.99 46.67 53.33 68.90
SECONDS

S DISRTE INTERTION 1CF SLOPE SEGMENTS WITH THE SPIM SLOPE DIRECTION

START TIME: 1964 293 21t28:36. I L42932129.US9 REGIONAL,. SCALED BY: 1.9

.2 .7 1.3 2.0 26.7 s3. 33 48.99 46.67 53. 33 58.9Oi
9.89 6.6 13.3 2.99 SECONDS

Event 32 -Regional (Pn -Lg) =21 Seconds
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536 SM OFNTGRTED Z.OE M 10 K 11798. WXINS1.8 RANGE 5797.2

II

DISRTE DNMTI N OF SL4PE SEGMENTS WITH TiE[ SLOPE DIRCTION

huh - -.

STAiT TIM E 1984 293 21t28t:3.82 742932129.06 REGOI4R SC BY: I.S

SECONDS

i-RN SUMS OF INTERTE13 SUPE N: IN1 K 11398. AXE 1005.8 RRG.E 6395.5

.A 4

STAT67M~ 13.323 2tiB4.11 S 2a7 3.3 4.9322.1 4EG.ONA S.3 F6Y8.

208%

.11.
M.4 .67 3. M 2__ M - 2Z, .M 4 g 6 3', 0SECOND
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1. OW MMlSi OF INTErGRATEDI SLOPE N 1 ll K = 11739. MUjE z 10M~.5i RANGEC, = .M. 5 .

II DISCRETE INTEGRATIONt OF SL.OPE SEGMENTS WITH THlE S1.OF DIRECTIONI

1.1

0 .8 6l . 67I 13 .M 20 .9 26.67I 33 .33 90 67 S';.M U 1
"

SECONDS

I'

Uw~ SM OF INTERTED SLP N 103 K: 11596. WA 19158.3 RANGE S 58.

DSCRETE INTEGRATION OF SL'E SEGMENTS WITH THE S DE IRETION

STAR 7114E: 1964 293 23t 3:41.6 0 UM 23.919 REGZCJV SCALED ifY: 1.1

|I I I I I I I I

1.9 6.67 13..33 2. 26.67 3;3.33 . 46.67 5.33 68.8SECONDS

Event 33 - Near Coast of Guerro, Mexiso 16.6N 98.5W 10/19/84

Origina Time: ro 22:59:57.8 30Depth: 25 km + 3 Mb: 4.9
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MW SUMS WF xw TrGED S.L IN 3 K 17347. ME 1UMI.S 3R4WL = 5

D5S=E INTEWTION F SLOPE SEMETS WITH THE SME DIRECTION4

aTE! TtlEs 1994 283 23; 3:31. 3 T4$SM.NIS KGI SCRE DY: 0.5

$a .17 13.3 21M 2.7 3.3 Tal 4.6 33 60

MqW IMSOF NTEVEOSLOE NIN 1143.KX NS09 4GE S628.S

- DISMTE INTEGRTIM1 OF SLOP EMN MTE SLOP R CTIOM

____________________ 3I~ 94232134.1S2921 M RGOA AE .

A

3.31 .6 13.3 2D. 80 26.867 ".M~ 48.3 467
SECONDS
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0- R SUMS OF INTERTED .LW N 11111 K 11547. M.X z 335.9 RANGE: S725.9

DISCRETE INTE&WTION OF S..OF SEGMENTS WITH THE sw &S..Wef CT ON

STAIR TINfz 1934 2S 1St76 M42951981858S TELESEISMIC CFE BYf 1. 9

3.O S' 3. 33 21. 0 2Z.67 S33. M 489 4.67 S. 2
SECONDS

RA S3IMS OF INTEGRTED SLOFE M 10 K 1288. RE 1051.1 RANGE 5912.S

DICET NT!GTION OF SIXE SCEMETS WM~ THE SAEA IECO

ST IME; 193D4 295 IS: 8S2d. 1 L429519111.057 TES3IC ED BY 1 1. 1

I -Ta

3.93 .67 3SECONDS

Event 34 -East of Severnoya Zemlya 82.ON 114.2E 10/21/84
Origin Time: 18:57:55.6 Depth: 14km + 4 Mb :4.3
Residual Error: -0.3
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XMSI OF ZTXETW SLOPE N a IS x z 11941. MJE 18.0 RAN4GE 5539.5

DISCRTE ZMTEWIl4 OF U.W! SEGNWUTS W111 IM M Sw to"

- STM3T TIME. 1ISM 295 191 8:23. 2 7429513.957 TELESEISMIC sCmE MT .S

SI I I I I I I I

1.90 6.67 13.33 20. M 26.67 33." 48. M 46.67 .33 ..3SECONDS

do4

DISCRETE INTE T10ED SLOPE SENT ITH TH 117. 15. R CT 5100.

a"-p

STA ?TfM' 1984 295 19 :26.20 429.S319.nL93 YE LSE IC SA D , 1."

SECONDS

~/ 13.33 21.13 26.672 33.33 48.1 48.67 533 6. 5!w
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XB # SUM OF15 INTEGMTED SLOPE N: 11 K I2 9. KJE 2111M.1 RFINGE 24733.5

IS

START TIME2 1904 296 29:3729.42 M429638.U1 LXM. CD 8EYt 1.3

L I

3.1V.6 13.33 21.311 26. 67 33.3 48.01 467 53. 33 68
SECONDS

0- R ,JLMS OF INTEGRRTIM SLOPE N 112112. MLIE10511.0 RGE 37M".S

DISCRETE INTEGRRTZN OF SLOPE SEGMENTS WITH THE SAW SLOPE DI1RECTION

STFItT TIME: 1984 296 2:36143.61 L42962937.116 LC SC.I ED BY 1. 8

%

I I I I I 1I I I

lU 6.67 13.33 20.86 26.67 33.33 48.i 1 , 46.67 53.33 6o. .I
SECONDS

Event 35 Local P Arrival
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OW MSdNF TER SLOPE N 10 a115. UJE --0M.1 RG 305 Z=.i,

DISCRET INTERTION OF SLOPE SEGMTS WITH TOE SAM SL(PE DIRECTION

Uin . -'

START "rIME: 1ine4 296 20:3614.3.61 "r42962gr3.316 LOA SCALED BYt 5.5

I I I, ,..,,--,

I - I 1 i I I 1 I I '

.U 6.67 13.33 2M . 26.67 33.3 4D1, M 46.67 53.3 MM
SECONDS

mw sums OF INTEGIRTED SLOPE N = 10 K 11708. MUgE IMU. RANGE 4264.S

-- ,N

" DISCRETE INTEGRATION 13 SLOPE SEGMENTS WITH THE SA E OIRECTION

T ' TIM: 1984 296 26:37:42.22 S4296223M.214 LOCAL SCALED BY: 1.0

I - 1 I ~ l I I

I. O 6.67 1.3 3 6. 2667 133 4. 468.7 533 M
SECONDS
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* 4, _,- 1

MW AM 13 NEIE LP NKa123.MX=IM@$RNEz3.
it~~~~ ~~~ ~ .I~ T.....................2.7M 1. T ....I

r
.. LE ..... ..be

ItI

luU m 118 .w om

!J I I]I L

. 6.07 I&hM 20.M 26.67 34.33 48O.ME 46.67 53.33 69.wI
SECONDS

RA SLM OF INTEGRATED SLOPE N z UM K = 11U2. HUE :IMU .I RANG 6091.2

iS

I ..........

DISCRETE INTEGM1TI3N OF SfLOE SCE4V(YS WITH SM1E .WOP DIRECTION

START TIME, 194 27 3*15:9. I L42978IS.34 TEL.SEISIC SCLED BY: 1.i

.- I-

I I I II I I I I I '

.0- 6.67 1s.33 20. 2.7COND .= <.M I. 3. 22

Event 36 Komandorsky Islands Region 55.7N 165.E 10/23/84IJ?

Origin Time: 08:04:46.1 Depth: 20 km +3 Mb:4.8

Residual Error: 0.3 +.
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^% ... ....... ~ -

e0'

9V

e DSCRETE INTE"I IO OF SLOPE SEGMENTS WMIE SAE OPE IRCTION

*START TIM~ 154 2!F7 611.1 T497015. 6 TBI FSEI1C SCALED 8Tj 9.5

IiA

3.11 6.67 13.33 21.90 26.67 33.33 46.90 46.67 53.3 MU 60.
SECONDS

RAKSUMS 13 INTEGRATED SLOPE N: 10K ~ 11641. WE: 1115.1 RMGEZ 591S

DISCRETE INTCGIH OF SLOPE SEGMENTS WITH THE SAE DIRECTION

START TI~ 10 297 6MI5; 7.61 S429735 : SI SCLDBY: 1.9

9.K 6.67 13.33 U.KM 263. 67 32. 73 41.1 46.67 53.3 so.

~~. SECONDS--------------- ~ .



D. RIM 6 SUSO INTERTED SLOE N lid K: 12218. HtE IN135.8 RWGE :SIM

DISCRETE INTERTION OF SLIE SEGMEKS W11 SODIRECTIONd

ST1IRT TIME: 1954227 17-.2:57.92 K429717M3EM -O S'I"BY 1

3.0 6.67 13.33 2.3N 25. 67 33.33 401.813 46.67 s;.33 68.8 as,
SECONDS

S RW SIMS OF INTERTED SLOPE N: IN K =12228. Itt 1355.9 RW: 527.3

q.5

SRS
STAR TIMt 124 29 17:~i4401 .4291M.98 OMSMIL BY:1.

ST . 6lE 13.25 7:2.0 L 26675.I 3. L3 NCE 67: 53.1 Ga.

EN SECONDS

Eet37 Local P~ Arrival~
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.

4

O 6 l O NThQTEL N K IMS. MUE 1.# RN S0.

,I

013=i INMEW1T14 OF SLOP SEMETS WITH THE 3W SIXK DIRETION~~ u. i
IU(

STR T IlME 1984 29 7 17 52.2S. 61 7 4M 7S72. LOM CL ~ED BY; 1.5
(4

I0.0 6.6"7 13.33 20. N 2 .b-7 3.'33 4,.Ni 46.67/ S;.33 68l.g w
,., ~ SECONDS '

" RAK SUM OF INTIEGRAT~ED SLOPE N =I Mm K 1Z413. MJ[ IMU.1 RANGE = 174.1

re" DISCMRETE INTEGRATION OlF SLOPE SEGMENT41S WITH TIME SAM SLOPE DIRECTION ,L,'

PARTIT TIME, 1984 M9 17,!i:"k.mn S4 l'7Ml3 LOCAL SCALED 8yl 1.1

f.0.
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RA SUMS OF INTERTED SLOPE N 109 K: 11226. MI = 1395.9 RAGE 248f3.5

DISCRETE INTERTION OF SLP SWTH sESOE DIRtECTION

STAR TIMEs 1194 29r7 191S926.21 M429719S51 LOCAL SCALED B7' 1.9

T- 
%

3.9 667 1.3 20.99 26.67 3333 4.9 46.67 S3.3M 68.9wSECONDS

RAN S.9S OF INTERTED SLOPE N 100 K: 1846. MUEE 1995. MCAGE 4583.0

DISRTE INTGT~ION OF SLOW SEGPIT WITH THE SA IECIN0

START TIMEi 1S84 297 19 51 3442 L42971952.W7 LOCAL. SCALED BY-. 1.3

9.83 6.867 13. M 2 26. 67 33.3M 48.382 46. 67 53.3 M 19
SECONDS

Event 38 Local P Arrival

219
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MM SL- (I ZNEMED 3La N to K: 113. I.E 3 381~ 419.5

.

d- SW!~ TIMft 1934 2VW tsZ.27279s. O CIE .

1S'5I'7.~ 1427125. Lv l ILS D YU.

.3 5.67 13.3M 22. 02 26.87 3333 48.20 46.67 53.23 61.32
SECONDS

RAW SUMS OF ITERFTE SLOPE N 1N K: =12368. I.E: 1325.3 RNE: 435S.S

IQ DICRT UNTEt~T14 OF SLOP SEGMENTS WM~ %K IXE DIRtECION

VW S! TIMiP 1304 277 19:Shg B. 2 542971252.3 LDOL SCF..Ef BYt .

B.3 8.67 33.33 22. 08 20. 67 33.33 41. 46. 67 53.33 6U.39

SECONDS
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THE CURIOUS CASE OF THE MISSING EXPLOSION -

Eugene Herrin
Geophysic~l Laboratory

Southern Methodist University

p

"Is there any point to which you would wish to draw my

attention?"

"To the curious incident of the dog in the night-time."
"The dog did nothing in the night-time."

"That was the curious incident," remarked Sherlock Holmes.
("Silver Blaze", A. Conan Doyle)

This narrative could properly be classified as historical

fiction. Most of what is reported here actually happened, but

some of the events occurred only in the imagination of the

writer. We begin by considering the capabilities of a regional

network designed to monitor an area of thick salt deposits in

the western portion of the Permian Basin of Texas and New Mexico.

The stations in the network are at Lajitas, Texas; Hobart,

I
Oklahoma; and Winnemucca, Nevada (see Figure 3). Noise levels at

the three stations are based upon actual noise observed at these

sites and at similar sites. The minimum background noise at

Lajitas is the lowest ever observed in the frequency band of 5 to

40 Hz. This minimum noise level is shown in Figure 1. The

minimum levels reported for NORSAR (NORESS site) are somewhat

higher, by about 10 dB or more. Measurements at Hobart in the

frequency band 1 to 4 Hz show noise levels similar to NORSAR.

The background level at Winnemucca based on early measurements is
I

between the Lajitas and the Hobart values. The Lajitas and

Winnemucca stations have state-of-the-art, three-component, short %
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period instruments in 50 ft. boreholes. At Hobart, a 15 element,

short period array of surface instruments is located on basement

rock. This array is identical to the NORESS array without the

outer ring.

Background levels shown in Figure 1 are the minimum noise

levels under ideal conditions which exist only a small fraction

of the time. The major source of background noise is the effect

of wind at the site as is shown in Figure 2. NORSAR has noise

levels similar to those at Lajitas under high-wind conditions.

We expect to observe the same effect at the Hobart array.

Figure 3 shows the location of a number of events as well as

the locations of the stations. GNOME was a 3 kt explosion tamped

in salt which was actually observed at Lajitas, Hobart and

Winnemucca. SLEUTH is a planned 3 kt decoupled shot in the

Salado formation in the same general area as the GNOME event. N

Figure 4 shows the stratigraphic units in the area. The Salado

salt provides the depth and thickness needed to decouple a 3 kt

nuclear explosion.

The southeastern corner of New Mexico is an area dotted with

potash mines as shown in Figure 5. Mining potassium bearing

minerals from the salt and anhydrite units is accomplished using

the room-and-pillar method with the separation of the ore being

done on the surface near the working shafts. The area is almost

a wasteland covered with mounds of discarded evaporites and

dessication ponds. Once the mining has proceeded as far away
%e

from the working shaft as is practical, the pillars are

systematically removed allowing the mine to subside. This

22
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collapse leads to obvious surface effects over the area which has

been mined. After this procedure is completed, a new shaft is

dug and the operation is repeated. Travellers crossing thi-s

region must beware of dangerous scarps which develop in the

highways above collapsing mines.

In the midst of this region under one of the mined areas a

cavity with a 40 meter radius has been constructed at a depth of

1000 meters in the Salado salt. The salt removed in this process

represents only a small addition to the wastes already present on

the surface. A 3 kt nuclear device is placed in the cavity ready

for the decoupled test which has been code-named SLEUTH.

The Pn signal levels from a 3 kt shot fully tamped in salt

(GNOME) observed at the three stations in the monitoring netwo.rk

are given in Table 1, along with the distances to the stations.

The very low signal level at Winnemucca resulted from the high

attenuation of Pn across the Basin and Range province.

Propagation to Lajitas and Hobart, however, is as expected in the

mid-continent. We assume a decoupling ratio of 100 at 1 to 2 H-.

for SLEUTH compared to GNOME, thus we can accurately predict the

Pn amplitude levels (1-2 Hz) at the three stations for the

decoupled shot.

On Tuesday, 25 June 1985, preparations were being made for a

4 kt HE shot (MINOR SCALE) at the White Sands test site (see

Figure 3). A cold front was crossing Colorado and Utah at that

time as shown in Figure 6. The pattern of fronts moving west to

east shown in this map is typical of the weather pattern in this

region in the spring and early summer and again in the fall. The

frontal movements and wind patterns are highly predictable. On I
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Wednesday, 26 June (Julian day 177), the cold front had passed

into New Mexico, but had not yet begun to affect the wind

patterns at Lajitas. That afternoon an earthquake of about

magnitude 3 occurred west of Amarillo, Texas, and was recorded on

the high-frequency (sample rate 250 per sec) system operating at

the Lajitas station. The distance to Lajitas from the epicenter

is 670 km. Figure 8 shows the signal and the signal-to-noise

spectrum for this event. There is good signal-to-noise-ratio to

frequencies greater than 15 Hz. This event was located within

the 16-element seismic network operated by Stone and Webster

Engineering as part of the nuclear waste disposal survey in the

Texas Panhandle; therefore, we were able to compute an accurate

epicenter for the event using the network records. Digital data

were available for a station 4B 1-.m from the epicenter so that a

good displacement spectrum could be computed. This spectrum

showed a clear corner at 6 Hz, a constant level at lower

frequencies and a roll-off above the corner frequency of 60

dB/decade (f - ). Using this spectrum and the digital record at

Lajitas, we were able to produce a good estimate of the apparent

0 for Fn along this path. The value of Q was 246 which is m

consistent with Q(Pn) reported from northeast of Moscow along a

line from the Volga River to Vor::Luta (Yegorkin and Kun,

Izvestiya, 1978, Vol. 14, No. 4, 262-269).

On Thursday, 27 June (Day 178) 1985, the cold front had

m ved through Oklahoma and much of Texas (Figure 9). Winds at

Hobart and Lajitas were 2) to C0 mph from the north. That

morning MINOR SCALE was fired at White Sands, and thirty seconds
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later the decoupled nuclear shot, SLEUTH, was fired. Figure 10

shows the signal from MINOR SCALE. The amplitude of Fn from this

event was about 4 times as large as from the Amarillo earthqua4-e

the previous day, as would be expected based on the yield of

MINOR SCALE. The wind at Lajitas was 20-30 mph at the time of
0

the event (Figure 10), whereas conditions had been nearly calm 41

during the recording of the Amarillo earthquake on the previous

day. Even though the vertical instrument was located at a depth

of 100 meters, wind-noise was a major problem on day 178. This

effect is clearly seen in Figure 11, where the signal-to-noise

spectrum falls to zero dB at 6 Hz for MINOR SCALE. This result

can be contrasted with the effective bandwidth of 16 Hz seen for

the more distant, significantly smaller event recorded on the

previous day when the wind was nearly calm.

SLEUTH was not detected at Lajitas. Fn was below the noise

level and the Lg wave train was swamped by the Lg signal from

MINOR SCALE. Figure 12 shows the predicted displacement spectra

for GNOME and SLEUTH based on the corner frequencies for 3 kt

tamped and decoupled events given by Archambeau and the Q-value

obtained from the Amarillo earthquake. The displacement spectra

of the background noise on days 177 and 178 are also shown. From

this figure we see that if SLEUTH had been fired on day 177, Fn

would have been detected at Lajitas, in agreement with

Archambeau's predictions. By picking the right time to fire

SLEUTH, based on the weather patterns and the known time of MINOR

SCALE, the most sensitive high-frequency station in the network

was made incapable of detecting the event. At Hobart, Oklahoma,

the wind was 15 to 20 knots (around 25 mph) from the north
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(Figure 9). The surface array there could be e:pected to produce

signal-to-noise improvement over a single surface instrument of

about .5 at 1 to 2 HI and about 2 at 1C Hz. The backqround

noise; however, could be e;:pected to be higher by at least a
" .

factor of 5 because of the high winds. Thus the Hobart array

would fail to detect Pn from SLEUTH. Again, Lg would be lost in

the coda of MINOR SCALE, and Could not be pulled out by array

processing because of the similarity of azimuths for the two

events relative to the array. Because of poor propagation across

the Basin and Range Province, Fn from SLEUTH could not be

detected at Winnemucca no matter what the noise conditions were

at that station. Thus we see that an ex:cellent reginal networl

designed to monitor an area with salt deposits failed to detect a

- kt decoupled shot.

"The dog did nothing in the night-time."

The failure of the network occurred because the evader could

pick the most advantageous time to fire the clandestine test.

SLEUTH is not one-of-a-kind. Predictable weather conditions

similar to those on 27 June 1985, occur in West Te,:as and '

Oklahoma several times each year. Shots of 1/2 kt of HE or

larger are not uncommon at White Sands Test Site. Cavity mining

could go on year after year in southeastern New Me:.ico completely

masked by the potash mining in the area. By waiting for the .

2
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same sequence af events that occurred on 27 June, several

decoupled nuclear tests a year could be carried out with

virtually no chance of detection.

Two factors are required for a successful clandestine test

of the kind described in this paper. The first is a degradation

of detection capability at the critical stations because of high

wind. The second is a legitimate HE test under the control of

the evader which can be used to mask the decoupled shot. The -°

I

second factor must be regulated by legal means. Control of the -.

first factor depends upon our ability to protect instruments from

the effect of wind-induced seismic noise. Until these problems W

are solved, a clever evader can pick the right time to fire a

decoupled shot with little risk of detection.
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Table 1.

SIGNAL LEVELS

(km) Pn Amplitudes(millimcrons)
Station Distance GNOME SLEUTH

Lajitas 378 42 0.4

Hobart 561 35 0.3

Winnemucca 1574 1 0.01,

GNOME 3 kt tamped in salt

SLEUTH 3 kt in salt cavity,
radius 40 meters

depth 1000 meters in
Salado formation.
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